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5 [1] The dynamic behavior of magmatic hydrothermal sys-
6 tems entails coupled and nonlinear multiphase flow, heat
7 and solute transport, and deformation in highly heteroge-
8 neous media. Thus, quantitative analysis of these systems
9 depends mainly on numerical solution of coupled partial dif-
10 ferential equations and complementary equations of state
11 (EOS). The past 2 decades have seen steady growth of com-
12 putational power and the development of numerical models
13 that have eliminated or minimized the need for various sim-
14 plifying assumptions. Considerable heuristic insight has
15 been gained from process‐oriented numerical modeling.
16 Recent modeling efforts employing relatively complete

17EOS and accurate transport calculations have revealed
18dynamic behavior that was damped by linearized, less accu-
19rate models, including fluid property control of hydrother-
20mal plume temperatures and three‐dimensional geometries.
21Other recent modeling results have further elucidated the
22controlling role of permeability structure and revealed the
23potential for significant hydrothermally driven deformation.
24Key areas for future research include incorporation of
25accurate EOS for the complete H2O‐NaCl‐CO2 system,
26more realistic treatment of material heterogeneity in space
27and time, realistic description of large‐scale relative perme-
28ability behavior, and intercode benchmarking comparisons.

2930 Citation: Ingebritsen, S. E., S. Geiger, S. Hurwitz, and T. Driesner (2010), Numerical simulation of magmatic hydrothermal
31 systems, Rev. Geophys., 48, XXXXXX, doi:10.1029/2009RG000287.

32 1. PURPOSE AND SCOPE

33 [2] This review emphasizes the application of numerical
34 modeling to understand and quantify processes in magmatic
35 hydrothermal systems. We assess the state of knowledge
36 and describe advances that have emerged in the 2 decades
37 since a similar review by Lowell [1991]. Though our ability to
38 rigorously describe key hydrothermal processes is still im-
39 perfect, there have been substantial advances since Lowell’s
40 [1991] review. These advances owe mainly to the steady
41 growth of computational power and the concomitant devel-
42 opment of numerical models that have gradually minimized
43 various simplifying assumptions. They include incorporation
44 of more accurate equations of state (EOS) for the fluid sys-
45 tem, an increased ability to represent geometric complexity
46 and heterogeneity, and faster and more accurate computa-
47 tional schemes. These advances have revealed dynamic
48 behaviors that were entirely obscured in previous genera-
49 tions of models.

50[3] For purposes of this paper we define “magmatic
51hydrothermal systems” as aqueous fluid systems that are
52influenced by magma bodies in the upper crust. We par-
53ticularly emphasize multiphase, multicomponent phenome-
54na, which can have both quantitative and qualitative effects
55on the behavior of hydrothermal systems [Lu and Kieffer,
562009]. Multiphase (liquid‐vapor) hydrothermal phenomena
57of interest include phase separation at scales ranging from
58centimeters to kilometers, with concomitant geochemical
59effects; novel modes of heat transport such as boiling plumes
60and countercurrent liquid‐vapor flow (“heat pipes”) [Hayba
61and Ingebritsen, 1997]; profound retardation of pressure
62transmission [Grant and Sorey, 1979]; and boiling‐related
63mineralization.

642. IMPORTANCE OF MAGMATIC HYDROTHERMAL
65SYSTEMS

66[4] Magmatic hydrothermal systems have immense sci-
67entific and practical significance and have been the topic of
68many review papers [e.g., Lister, 1980; Norton, 1984;
69Elderfield and Schultz, 1996; Kelley et al., 2002; German
70and Von Damm, 2003; Pirajno and van Kranendonk,
712005]. Nearly all of these reviews have focused on their
72essential physical, chemical, and biological characteristics.
73We will review those characteristics very briefly here, but
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74 the remainder of this paper will focus specifically on
75 quantitative analysis of magmatic hydrothermal systems and
76 in particular the role of numerical modeling.
77 [5] Magmatic hydrothermal systems occur both on the
78 continents, where they are concentrated near convergent
79 plate boundaries, and on the ocean floor, where they are
80 concentrated near the mid‐ocean ridges (MOR) (Figure 1).
81 Subsea hydrothermal activity near the MOR is critically
82 important to the Earth’s thermal budget and to global geo-
83 chemical cycles. Heat flow studies consistently indicate that
84 hydrothermal circulation near the MOR accounts for 20%–
85 25% of the Earth’s total heat loss [e.g., Williams and Von

86Herzen, 1974; Sclater et al., 1980; Stein and Stein, 1994].
87Without MOR hydrothermal sources and sinks of solutes,
88the oceans might be dominantly sodium bicarbonate with a
89pH near 10, rather than dominantly sodium chloride with a
90pH near 8 [MacKenzie and Garrels, 1966]. The discovery of
91MOR‐associated ecosystems based on chemosynthetic
92bacteria [e.g., Baross and Deming, 1983; Lutz and Kennish,
931993] carries implications for the origins of life on Earth and
94other planetary bodies. Chemical energy, rather than solar
95(photosynthetic) energy, drives rich hydrothermal ecosys-
96tems with faunal biomass estimates that exceed even those
97for productive estuarine ecosystems.

Figure 1. Conceptual models of (a) continental and (b) mid‐ocean ridge (MOR) magmatic hydrothermal
systems. Figure 1a after Hedenquist and Lowenstern [1994]. Note that on continents groundwater flow is
mainly from topographic highs toward topographic lows, whereas in subsea environments flow is often
from topographic lows toward topographic highs.
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98 [6] Magmatic hydrothermal systems on the continents
99 are perhaps less fundamental to life on Earth than MOR
100 hydrothermal systems and account for only ∼1% of the
101 Earth’s heat loss [Bodvarsson, 1982]. However, they are of
102 great interest because they are a primary source of eco-
103 nomically important metals including copper, tungsten, tin,
104 molybdenum, and gold [e.g., Hedenquist and Lowenstern,
105 1994; Williams‐Jones and Heinrich, 2005]; constitute
106 nearly all proven geothermal resources [e.g., Muffler, 1979;
107 Duffield and Sass, 2004]; and, like MOR systems, support
108 ecosystems that have only recently been discovered and
109 begun to be understood [e.g., Walker et al., 2005; Windman
110 et al., 2007]. Aqueous and gas‐rich hydrothermal fluids in
111 continental settings also contribute to volcanic hazards
112 [Newhall et al., 2001] by destabilizing volcanic edifices
113 [Lopez and Williams, 1993; Reid, 2004], acting as propellant
114 in steam‐driven explosions [Mastin, 1991; Germanovich
115 and Lowell, 1995; Thiery and Mercury, 2009], reducing
116 effective stresses in mudflows [e.g., Iverson, 1997], and
117 transporting potentially toxic gases [e.g., Farrar et al.,
118 1995; Chiodini et al., 2007].
119 [7] From a conceptual point of view, continental (sub-
120 aerial) and subsea hydrothermal systems differ in terms of
121 their boundary conditions, permeability structures, and fluid
122 properties. For instance, the expected upper boundary con-
123 dition for flow in the shallow continental crust is a water
124 table with some relief, often characterized as a subdued
125 replica of the topography, so that flow in the shallow con-
126 tinental crust is mainly from topographic highs toward to-
127 pographic lows (Figure 1a). Departures from this general
128 pattern are due mainly to phase separation, magmatic heat-
129 ing, and magmatic volatile contributions (Figure 1a) or to
130 fluid generation in relatively low permeability rocks [e.g.,
131 Neuzil, 1995]. In contrast, the upper boundary conditions for
132 subsea circulation are the hydrostatic pressure and temper-
133 ature at the ocean floor, and flow is often from topographic
134 lows toward topographic highs, driven by density differ-
135 ences caused by magmatic heating (Figure 1b). Further,
136 whereas on land sedimentary rocks are often more perme-
137 able than the underlying crystalline “basement,” the oceanic
138 crust is, in general, much more permeable than the overlying
139 fine‐grained oceanic sediments. Finally, the normal or
140 expected circulating fluid in the upper continental crust is
141 meteoric water, perhaps modified by the addition of salts or
142 magmatic volatiles such as CO2 (Figure 2, left), whereas
143 the norm in a subsea environment is an H2O‐NaCl fluid
144 (Figure 2, right) with salinity approximately that of seawater.

145 3. WHY NUMERICAL MODELING?

146 [8] Data from subaerial and subsea magmatic hydrother-
147 mal systems are typically sparse and expensive to acquire.
148 Subaerial volcanoes are often remote, snow‐ and ice‐covered,
149 and steep. Access to active subseafloor volcanoes requires
150 offshore drilling and dedicated submarine dives. In both
151 environments, boreholes that penetrate deeply into mag-
152 matic hydrothermal systems and reach supercritical fluid
153 conditions [e.g., Doi et al., 1998; Fridleifsson and Elders,

1542005] are rare and expensive, and extreme conditions
155(high temperatures and corrosive chemistry) in existing
156boreholes inhibit long‐term data acquisition. Further, perti-
157nent laboratory studies are rare and not fully representative.
158The spatial and temporal scales of natural hydrothermal
159systems exceed those that are experimentally accessible by
160orders of magnitude, and their typical pressure, temperature,
161and compositional ranges are difficult to deal with experi-
162mentally [e.g., Elder, 1967a; Sondergeld and Turcotte,
1631977; Menand et al., 2003; Emmanuel and Berkowitz,
1642006, 2007].
165[9] These hydrothermal systems are sufficiently complex
166that quantitative description of processes depends on cou-
167pled partial differential equations and complementary
168equations of state, equations that can be solved analytically
169only for a highly idealized set of boundary and initial con-
170ditions [e.g., Pruess et al., 1987;Woods, 1999; Bergins et al.,
1712005]. Thus, numerical simulation has played a pivotal role
172in elucidating the dynamic behavior of magmatic hydro-
173thermal systems and for testing competing hypotheses in
174these complex, data‐poor environments. To harness the
175power of this tool, modelers need to be aware of the assump-
176tions they are invoking, the limitations of the numerical
177methods, and the range of plausible results that can be con-
178strained by available data.
179[10] The relevant theory includes equations of ground-
180water flow and descriptions of its couplings with heat
181transport, solute transport and reaction, and deformation.
182These couplings are inherently multiscale in nature; that is,
183their temporal and spatial scales vary by several orders of
184magnitude. Each of these couplings may be important to a
185given problem, potentially leading to emergent behavior that
186we cannot predict or quantify a priori.
187[11] Let us consider hydrothermal circulation near MOR
188hydrothermal vents as an example. It is generally assumed
189that fluid flow is governed by some form of Darcy’s law.
190Observed large gradients in salinity between MOR vents
191indicate active phase separation of modified seawater into a
192dense saline liquid and a buoyant vapor. Thus, we need to
193invoke a relatively complex, multiphase form of Darcy’s
194law that might be written as

qv ¼ � krvk

�v

@P

@z
þ �vg

� �
ð1Þ

ql ¼ � krlk

�l

@P

@z
þ �lg

� �
ð2Þ

195(volumetric flow rate equals fluid mobility multiplied by the
196driving force gradient) for a one‐dimensional (vertical) flow
197of variable density water vapor (subscript v) and liquid
198water (subscript l), respectively (see the notation section
199for definitions of other parameters). There are large var-
200iations in salinity and temperature in MOR hydrothermal
201systems: ∼0.1–7 wt % NaCl from venting salinities and up
202to >60 wt % NaCl from fluid inclusions and 2°C–400°C,
203respectively. These dictate that a realistic model of the
204system must account for material property variations as
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205 functions of temperature, pressure, and composition and
206 include heat transport, solute transport, and all phase rela-
207 tions between liquid, vapor, and salt. Further, we must
208 anticipate that the flow systems are highly transient as the
209 exceptionally high rates of heat discharge can only be
210 explained as the result of rapid crystallization and cooling of
211 large volumes of magma [e.g., Lister, 1974, 1983]. This
212 implies that the intensity and spatial distribution of heat
213 sources must vary with time. We would also expect that
214 precipitation and dissolution of minerals cause continuous
215 variations in porosity and permeability because the extreme
216 variations in fluid composition and temperature make for a
217 highly reactive chemical environment. As a result of these

218transient phenomena, deformation enters the picture: as
219permeability, flow rates, and temperatures wax and wane,
220rates of thermomechanical deformation are likely large
221enough to substantially affect permeability [Germanovich
222and Lowell, 1992]. MOR systems are also tectonically
223active, and faulting and fracturing will cause sudden chan-
224ges in permeability. Tectonic plate movement away from the
225MOR itself (yet another mode of deformation) advects both
226fluid‐saturated rock and heat. Finally, there may be mutual
227feedbacks between the fluid pressure and regional stress
228fields via fracture formation and/or reactivation.
229[12] Although we can recognize the probable importance
230of each of these couplings we still do not know which

Figure 2. Phase diagrams for temperature‐pressure‐composition coordinates relevant to magmatic
hydrothermal systems, showing relations between (middle) the pure H2O system and the two most
important binary systems, (left) H2O‐CO2 and (right) H2O‐NaCl. The boiling curve of H2O (blue)
ends in the H2O critical point (374°C, 220.6 bar) and separates liquid at high pressures from vapor
at low pressures. At temperatures higher than the critical temperature, gradual transitions between
liquid‐like and vapor‐like fluids occur as a response to changes in pressure. In the system H2O‐CO2

(Figure 2, left), there is a large volume (rather than a single boiling curve) occupied by the coexistence
region of an aqueous, liquid‐like fluid with a carbonic fluid that may be vapor‐ or liquid‐like, depending
on pressure. This region closes toward higher temperatures, where only a single‐phase fluid exists. In
the system H2O‐NaCl (Figure 2, right), however, the region of two‐phase liquid plus vapor coexistence
becomes larger with increasing temperature. Magmatic hydrothermal systems may also encounter the
vapor plus halite and liquid plus halite two‐phase regions as well as the three‐phase assemblage liquid
plus vapor plus halite and liquid‐ or vapor‐like single‐phase fluids. H2O diagram after Haar et al.
[1984], H2O‐CO2 after Blencoe [2004], and H2O‐NaCl after Driesner and Heinrich [2007].
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231 couplings affect the system behavior most and, almost in-
232 variably, neglect some of them in our analyses. Even the
233 most sophisticated numerical model cannot yet fully describe
234 MOR hydrothermal circulation or other complex, transient
235 magmatic hydrothermal systems. We typically account, at
236 most, for one or two of the couplings in each analysis,
237 hoping to capture the essence of the system.

238 4. HISTORICAL DEVELOPMENT OF MODELING
239 APPROACHES

240 [13] The earliest numerical modeling studies of hydro-
241 thermal flow in porous media were done circa 1960. They
242 were aimed at determining the conditions for the onset of
243 thermal convection and were motivated by efforts to un-
244 derstand the Wairakei geothermal system in the Taupo
245 Volcanic Zone of New Zealand [Wooding, 1957;
246 Donaldson, 1962]. They employed finite difference methods
247 to solve fluid flow and heat transport equations posed in
248 terms of dimensionless parameters for a two‐dimensional
249 domain with impermeable boundaries. They obtained ap-
250 proximate, steady state solutions, in which all partial time
251 derivatives in the differential equations are equal to zero.
252 These earliest studies also invoked the so‐called “Boussi-
253 nesq approximation,” assuming that fluid density is constant
254 except insofar as it affects the gravitational forces acting on
255 the fluid. Thus, mass balance and volume balance are
256 identical, and the velocity field is divergence‐free, so that

r � q ¼ 0; ð3Þ

257 where q is the volumetric flow rate per unit area. This
258 particular simplification is still widely employed today (see
259 section 6.7), though it can be significantly in error for cases
260 of transient, variable density flow [e.g., Furlong et al., 1991;
261 Hanson, 1992; Evans and Raffensperger, 1992; Jupp and
262 Schultz, 2000, 2004]. It allows convenient solution of the
263 mathematical equations describing thermal convection via
264 the stream function [Slichter, 1899; de Josselin de Jong,
265 1969], which can be contoured to represent fluid flow
266 paths. The steady state approach and the stream function/
267 Boussinesq approximation were adopted in the classic
268 simulations of Elder [1967a], who compared numerical
269 solutions with Hele‐Shaw experiments, an analog for free
270 convection in porous media. Elder [1967b] then modified
271 the simulations to include transient effects in which
272 temperature‐dependent parameters changed with time.
273 [14] Work by Norton and Knight [1977] and Cathles
274 [1977] represents the first significant numerical modeling
275 study of fluid circulation near magma bodies. These pio-
276 neering studies, out of computational necessity, neglected
277 every driving force for fluid flow except for lateral varia-
278 tions in fluid density, thereby forcing a convective pattern of
279 fluid flow. They ignored or simplified two‐phase (boiling)
280 phenomena and assumed that fluid flow was quasi‐steady
281 over time. Nevertheless, they arrived at several important
282 and robust conclusions that are consistent with the results of
283 later, more sophisticated models. For instance, Norton and
284 Knight [1977] showed that advective heat transport would

285be significant for host rock permeabilities ≥10−16 m2 and
286demonstrated the feasibility of the large influxes of meteoric
287water indicated by oxygen isotope data [e.g., Taylor, 1971].
288[15] Though many of the pioneering studies entailed high‐
289temperature flow, they generally assumed a single‐component
290(H2O), single‐phase fluid. The oil crisis of the 1970s led to a
291surge of interest in geothermal resources and simultaneous
292development of a handful of multiphase geothermal simu-
293lation tools [Stanford Geothermal Program, 1980]. Such
294simulators solve governing equations for steam‐water two‐
295phase flow, including boiling and condensation [e.g., Faust
296and Mercer, 1979a, 1979b; Pruess et al., 1979; Zyvoloski
297and O’Sullivan, 1980; Zyvoloski, 1983; Pruess, 1988;
298O’Sullivan et al., 2001]. Subsequent studies using multi-
299phase simulators or single‐phase research codes included
300effects such as thermal pressurization [Delaney, 1982;
301Sammel et al., 1988; Hanson, 1992; Dutrow and Norton,
3021995], magmatic fluid production [Hanson, 1995], tempo-
303ral or spatial variations in permeability [Norton and Taylor,
3041979; Parmentier, 1981; Gerdes et al., 1995; Dutrow and
305Norton, 1995], and topographically driven flow [Sammel
306et al., 1988; Birch, 1989; Hanson, 1996].
307[16] Widely used multiphase simulators include Simulta-
308neous Heat and Fluid Transport (SHAFT), Multicomponent
309Model (MULKOM) and its successors, the Transport of
310Unsaturated Groundwater and Heat (TOUGH) family of
311codes [Pruess, 1988, 1991, 2004; Pruess et al., 1999], the
312Los Alamos National Laboratory Finite Element Heat and
313Mass Transfer (FEHM) code [Zyvoloski et al., 1988, 1997;
314Keating et al., 2002], and the U.S. Geological Survey code
315HYDROTHERM [Hayba and Ingebritsen, 1994; Kipp et
316al., 2008]. TOUGH2 and FEHM are now both widely
317used simulators that have been adapted to a variety of ap-
318plications including environmental issues, CO2 sequestra-
319tion, and geothermal studies. HYDROTHERM remains a
320hydrothermal modeling research tool.
321[17] Most multiphase geothermal reservoir simulators are
322limited to subcritical temperatures (approximately <350°C),
323in part because of the inherent difficulty of simulating flow
324and transport near the critical point (∼374°C and 22.06 MPa
325for pure water and 400°C and 30 MPa for seawater (see
326Figures 2 (middle) and 2 (right))). This difficulty is exacer-
327bated by pressure‐temperature formulations but minimized if
328the governing equation for heat transport is posed in terms of
329energy per unit mass (internal energy, enthalpy, or entropy),
330rather than temperature [Faust andMercer, 1979a; Ingebritsen
331and Hayba, 1994; Ingebritsen et al., 2006, pp. 125–129;
332Coumou et al., 2008a; Lu and Kieffer, 2009]. There are still
333relatively few numerical modeling studies that include both
334two‐phase and supercritical flow; examples include simulations
335of cooling plutons and dikes [e.g., Hayba and Ingebritsen,
3361997; Polyansky et al., 2002], stratovolcano hydrodynamics
337[e.g.,Hurwitz et al., 2003; Fujimitsu et al., 2008], large‐scale
338hydrothermal convection [e.g.,Kissling andWeir, 2005], and
339cooling of ignimbrite sheets [Hogeweg et al., 2005; Keating,
3402005].
341[18] Some multiphase simulators have incorporated more
342realistic equations of state for hydrothermal fluids
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343 [Battistelli et al., 1997; Kissling, 2005a, 2005b; Croucher
344 and O’Sullivan, 2008]. Two important new codes, Complex
345 Systems Platform (CSMP++) and Fully Implicit Seafloor
346 Hydrothermal Event Simulator (FISHES), have been devel-
347 oped specifically to allow simulation of high‐temperature
348 multiphase flow of NaCl‐H2O fluids [Geiger et al., 2006a,
349 2006b;Matthäi et al., 2007; Coumou et al., 2009; Lewis and
350 Lowell, 2009a, 2009b]. Other recent developments include
351 higher‐order accurate transport methods [Oldenburg and
352 Pruess, 2000; Geiger et al., 2004, 2006a; Coumou et al.,
353 2006; Croucher and O’Sullivan, 2008] and simulations of
354 mineral precipitation and fluid‐rock interactions [Cline et
355 al., 1992; Steefel and Lasaga, 1994; Fontaine et al., 2001;
356 Xu and Pruess, 2001; Xu et al., 2001; Giambalvo et al.,
357 2002; Geiger et al., 2002; Xu et al., 2004a], coupling be-
358 tween hydrothermal flow and mechanical deformation
359 [Todesco et al., 2004; Hurwitz et al., 2007; Hutnak et al.,
360 2009], and geometrically complex geological structures
361 [Zyvoloski et al., 1997; Geiger et al., 2004, 2006a; Paluszny
362 et al., 2007]. The relative capabilities of selected multiphase
363 simulators are summarized in Table 1.

364 5. GOVERNING EQUATIONS

365 [19] There are many ways of formulating the basic gov-
366 erning equations for the flow of multiphase, variable density
367 fluids and its coupling with heat transport, solute transport,
368 and deformation. One useful set of equations for multiphase,
369 single‐component fluid flow and heat transport is

@ � Sl�l þ Sv�vð Þ½ �
@t

�r � �lkrlk

�l
rP þ �lgrzð Þ

� �

�r � �vkrvk

�v
rP þ �vgrzð Þ

� �
� Rm ¼ 0

ð4Þ

370(change in mass stored minus mass flux of liquid minus
371mass flux of vapor minus mass sources equals 0) for fluid
372flow and

@ � Sl�lhl þ Sv�vhvð Þ þ 1� �ð Þ�rhr½
@t

�r � �lkrlkhl
�l

rP þ �lgrzð Þ
� �

�r � �vkrvkhv
�v

rP þ �vgrzð Þ
� �

�r � KmrT � Rh ¼ 0

ð5Þ

373(change in heat stored minus heat advected by liquid minus
374heat advected by vapor minus heat conducted minus heat
375sources equals 0) for heat transport. In these equations the
376gradient operator r describes the gradient of a vector or
377scalar quantity in the x, y, and z directions; the R terms
378represent sources and sinks of fluid mass or heat; and the
379dependent variables for fluid flow and heat transport are
380pressure P and enthalpy h [Faust and Mercer, 1979a].
381Although the permeability k is a second‐rank tensor, nu-
382merical simulations often treat it as a scalar for practical
383purposes.
384[20] In equation (5), the specific enthalpies h (J kg−1) are
385used rather than the total enthalpy H (J). In publications on
386heat transport in a geologic context, enthalpy is often erro-
387neously written as h = cT, whereas the correct relation is
388dh = cdT. However, the de facto implementation in (most)
389flow codes is the latter version; hence, the misrepresentation
390is not propagated into the simulation results. Though the
391pressure‐entropy pair has certain advantages in representing
392multicomponent, multiphase H2O systems [Lu and Kieffer,
3932009], that approach has not yet been implemented in a
394hydrothermal simulator.
395[21] Equations (4) and (5) are coupled and nonlinear. They
396are coupled by the appearance of both dependent variables
397(P and h) in the heat transport equation (equation (5)) and

t1:1 TABLE 1. Relative Capabilities of Selected Multiphase Numerical Codes Commonly Applied in Simulations of Magmatic Hydrothermal
t1:2 Systemsa

t1:3 Name Reference
Tmax

(°C)
Pmax

(MPa)
Numerical
Method

Reactive
Transport Deformation CO2 NaCl

t1:4 CSMP++ Matthäi et al. [2007] and Coumou [2008] 1000 500 FE‐FV X
t1:5 FEHM Zyvoloski et al. [1988, 1997],

Bower and Zyvoloski [1997],
Dutrow et al. [2001], and
Keating et al. [2002]

1500 FE X X X

t1:6 FISHESb Lewis [2007] and Lewis and Lowell [2009a] 800 1000 FV X
t1:7 HYDROTHERM Hayba and Ingebritsen [1994] and

Kipp et al. [2008]
1,00 1000 FD

t1:8 NaCl‐TOUGH2 Kissling [2005b] 620 100 IFD X
t1:9 TOUGH2 Pruess [1991] and Pruess et al. [1999] 350 100 IFD X X
t1:10 TOUGH2‐BIOT Hurwitz et al. [2007] 350 100 IFD‐FE X X
t1:11 TOUGH‐FLAC Rutqvist et al. [2002] 350 100 IFD‐FE X X
t1:12 TOUGHREACT Xu et al. [2004b] 350 100 IFD X X

t1:13 aNumerical methods are as follows: FD, finite difference; IFD, integrated finite difference; FE, finite element; FE‐FV, finite element–finite volume. The
t1:14 columns labeled CO2 and NaCl indicate whether the equation of state formulations include those components. CSMP++, Complex Systems Platform;
t1:15 FEHM, Finite Element Heat and Mass Transfer; FISHES, Fully Implicit Seafloor Hydrothermal Event Simulator; TOUGH2, Transport of Unsaturated
t1:16 Groundwater and Heat; TOUGH2‐BIOT, TOUGH With Poroelastic Deformation; TOUGH2‐FLAC, TOUGH With Fast Lagrangian Analysis of
t1:17 Continua; TOUGHREACT, TOUGH With Reactions. Most of these codes have interactive websites: CSMP++, http://csmp.ese.imperial.ac.uk/wiki/
t1:18 Home; FEHM, http://fehm.lanl.gov/; HYDROTHERM, http://wwwbrr.cr.usgs.gov/projects/GW_Solute/hydrotherm/; TOUGH2, http://esd.lbl.gov/
t1:19 TOUGH2/. Crosses indicate the capability to model reactive transport, deformation, H2O‐CO2 fluids, or H2O‐NaCl fluids.
t1:20 bSuccessor model to Georgia Tech Hydrothermal Model (GTHM) [Lowell and Xu, 2000; Bai et al., 2003].
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398 are nonlinear because many of the coefficients (e.g., rv, rl,
399 kr, mv, and ml) are functions of the dependent variables.
400 [22] Formulations such as equations (4) and (5) were well
401 established at the time of Lowell’s [1991] review. An
402 ongoing challenge is the effective coupling of such equations
403 with descriptions of multiphase, multicomponent solute trans-
404 port and deformation.
405 [23] A general equation for solute transport of a single
406 chemical component i in the vapor or liquid phase, denoted
407 here as phase j, can be written

@ ��jSjCi

� �
@t

�r � �j�jCi

� ��r � Sj�jDrCi

� �� Ri ¼ 0 ð6Þ

408 (change in solute mass stored minus solute advected minus
409 solute transport by dispersion and diffusion minus solute
410 sources equals 0), where C is aqueous concentration; D is
411 hydrodynamic dispersion (also a second‐order tensor); u is
412 q/� (see equations (1)–(3)), the average pore velocity; and
413 Ri is a source (positive) or sink (negative) of the chemical
414 component. Although such an equation is inadequate to
415 represent the complexity of reactive solute transport in a
416 multiphase, multicomponent, variable density fluid system, it
417 does indicate the fundamental coupling with equations (4)
418 and (5) for fluid flow and heat transport through porosity �,
419 density r, and the average pore velocity u (q/�).
420 [24] Displacements (deformation) in porothermoelastic
421 media subjected to changes in fluid pressure and tempera-
422 ture can be described by

Gr2uþ G

1� 2�
r r � uð Þ ¼ �rP̂ þ G

2 1þ �ð Þ
1� 2�

�TrT̂ ; ð7Þ

423 where the circumflex above P and T is used to indicate an
424 increase or decrease, rather than an absolute value; u is the

425displacement vector; and G is the shear modulus. This is an
426equation of mechanical equilibrium written in terms of
427displacements. Calculated pressure and temperature changes
428can be inserted into equation (7) to obtain the strain and the
429displacements experienced by the porous matrix. Typical
430displacements in magmatic hydrothermal systems range
431from mm yr−1 to m yr−1 (see section 8.2.7). Strain also af-
432fects fluid pressure and permeability, and thus, to represent
433poroelastic behavior, equation (7) must be coupled with a
434groundwater flow equation incorporating a volumetric strain
435term (which equation (4) lacks). In this context, “coupling”
436means that the equations are linked by incorporating the
437same strains and fluid pressures in their solutions. Problems
438in porothermoelasticity require coupling with equations
439of heat transport (such as equation (5)) as well. Unlike
440equations (4)–(6), the terms in equation (7) do not readily
441lend themselves to concise, intuitive definition; we refer
442interested readers toNeuzil [2003],Wang [2004], or Ingebritsen
443et al. [2006, pp. 39–61] for full developments.

4446. COMMON ASSUMPTIONS AND
445SIMPLIFICATIONS

446[25] In this section we review ten common assumptions
447and simplifications inherent in numerical modeling of hydro-
448thermal systems via systems of equations such as (4)–(7).
449The first six of these assumptions are actually incorporated
450into equations (4)–(7), whereas the latter four are not.
451[26] Assumptions are a key source of uncertainty in nu-
452merical model results and as such deserve careful exami-
453nation. Most nonmodelers are probably unaware of these
454common assumptions, and they often go unmentioned, or
455are noted but not discussed, in modern modeling studies.

4566.1. Representative Elementary Volume
457[27] Equations for flow (e.g., equation (4)), transport
458(equations (5) and (6)), and deformation (equation (7)) are
459solved numerically over spatially discretized problem do-
460mains. The fundamental assumption is that a minimum
461spatial scale, termed the representative elementary volume
462(REV) [Bear, 1972], exists across which properties such as
463permeability, thermal conductivity, or porosity (Figure 3)
464can be treated as being constant. The model discretization
465scale must be large relative to the scale of microscopic
466heterogeneity (e.g., grain size in a granular porous medium)
467but small relative to the entire domain of interest. Some
468types of porous media, such as fractured rocks with poorly
469connected fracture networks or networks that do not have
470a characteristic fracture size limit, do not possess such a
471scaling behavior [Berkowitz, 2002]. Adequate representa-
472tion of such systems in simulations is a topic of ongoing
473research.

4746.2. Darcian Flow
475[28] It is commonly assumed that groundwater flow is
476laminar, and hence, the momentum balance can be described
477by multiphase versions of Darcy’s law (equations (1) and
478(2)). If flow rates exceed a certain threshold, flow becomes
479turbulent, and Darcy’s law will overestimate the flow rate

Figure 3. Porosity as a function of averaging volume. At a
particular point within the porous medium (volume = 0), the
value of porosity is either 0 or 1. The computed value of po-
rosity stabilizes as it is averaged over progressively larger
volumes. The value becomes essentially constant when a
representative elementary volume (REV) is reached [Bear,
1972]. Averaging over larger volumes may incorporate
geologic heterogeneities, leading to gradual changes in the
averaged value. After Hubbert [1956].
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480 associated with a particular pressure gradient. The upper
481 limit for Darcy’s law is usually estimated on the basis of the
482 dimensionless Reynolds number Re,

Re ¼ �qLð Þ=�; ð8Þ

483 where L is a characteristic length and r and m are fluid
484 density and dynamic viscosity, assumed constant in
485 equation (8). The Reynolds number was developed for pipe
486 flow [e.g., Vennard and Street, 1975, pp. 299–306], where L
487 is the pipe diameter. Its application to flow in porous or
488 fractured media is somewhat problematic, particularly in the
489 context of variable density, multiphase systems. For single‐
490 phase flow in granular porous media, L can be related to
491 median grain size (e.g., d50) or sometimes to k1/2 [Ward,
492 1964], and the transition from laminar to turbulent flow
493 occurs at Re ∼ 1–10 [Bear, 1979, pp. 65–66]. For fractured
494 media, L can be related to fracture aperture, and q in
495 equation (8) can be replaced by u, the average linear ve-
496 locity; under these assumptions the transition may occur at
497 Re ∼ 1000 [Ingebritsen et al., 2006, p. 5]. Flow rates suf-
498 ficient to violate Darcy’s law are not common in the sub-
499 surface but can occur in geyser conduits, near MOR vents,
500 during phreatic eruptions, and, more generally, in open and
501 well‐connected fracture systems.

502 6.3. Local Thermal Equilibrium and Thermal
503 Dispersion
504 [29] In hydrothermal modeling it is commonly assumed
505 that fluid and rock are in local thermal equilibrium and that
506 the effects of thermal dispersion are negligible. That is, in
507 equation (5) steam and liquid water are permitted to have
508 different specific enthalpies (hv and hl), but steam, liquid,
509 and rock have the same temperature T at the REV scale
510 (e.g., in the fourth term on the left‐hand side of equation
511 (5)); further, there is no provision for thermal dispersion
512 in equation (5), though solute dispersion is explicitly rep-
513 resented in the solute transport equation (equation (6), third
514 term on left‐hand side). The assumptions of local thermal
515 equilibrium and insignificant thermal dispersion are justified
516 by the generally low rates of subsurface fluid flow and the
517 relative efficiency of heat conduction in geologic media,
518 which acts to homogenize the local temperature field. The
519 “diffusive” transport of heat by conduction (the fourth term
520 on the left‐hand side of equation (5)) is much more effective
521 than solute diffusion (the third term on the left‐hand side of
522 equation (6)) [Bickle and McKenzie, 1987], rendering ther-
523 mal dispersion relatively insignificant. However, the as-
524 sumption of thermal equilibrium may not be appropriate at
525 the pore scale [Wu and Hwang, 1998] or in highly fractured
526 media, given sufficiently high, transient flow rates.

527 6.4. Thermal Conduction and Radiative Heat Transfer
528 [30] Conduction of thermal energy is described by Fourier’s
529 law of heat conduction

qh ¼ �KmrT ; ð9Þ

530where qh is a vector and Km is the thermal conductivity of the
531medium. The thermal conductivity of most common rocks
532decreases nonlinearly with increasing temperature to at least
533250°C [Sass et al., 1992; Vosteen and Schellschmidt, 2003]. A
534room temperature conductivity of 2.4 W m−1 K−1 is predicted
535to decrease to 1.6 W m−1 K−1 at 500°C [Vosteen and
536Schellschmidt, 2003]. Above ∼600°C, radiative heat transfer
537becomes significant and can be approximated by a radiative
538thermal conductivity component which increases with in-
539creasing temperature [Clauser, 1988; Hofmeister et al., 2007].
540Both the temperature dependence of thermal conductivity and
541radiative heat transport are usually neglected in hydrothermal
542modeling. Instead, a “medium” thermal conductivity (Km in
543equations (5) and (9)) is typically approximated by a single
544bulk conductivity of fluid and rock [Bear, 1972, pp. 648–650]
545or by a porosity‐weighted (geometric mean) conductivity of
546fluid and rock [Raffensperger, 1997]. Such approximations
547may be significant in a conduction‐dominated system and less
548so where advection is dominant. Temperature‐dependent
549thermal conductivity is straightforward to implement in nu-
550merical solutions and is not computationally expensive in the
551context of modern computational resources.

5526.5. Relative Permeabilities
553[31] The concept of relative permeability (kr in equations
554(1), (2), (4), and (5)) is invoked in multiphase flow problems
555to express the reduction in mobility of one fluid phase due to
556the interfering presence of one or more other phases. Rela-
557tive permeability is treated as a scalar function of volumetric
558fluid saturation varying from 0 to 1 (Figure 4). The level of
559partial saturation below which a phase is disconnected and
560becomes immobile is called residual saturation. To para-
561phrase Scheidegger [1974, pp. 249–250], relative perme-
562abilities are essentially “fudge factors” that allow Darcy’s
563law to be applied to various empirical data on multiphase
564flows.
565[32] Though relative permeability is an empirical con-
566struct, very few laboratory data are available for water‐
567steam relative permeability curves [e.g., Horne et al., 2000].
568In porous rocks, steam‐water relative permeabilities, like
569those for oil‐water or gas‐water flow, may be best described
570by nonlinear Corey‐type relations [Piquemal, 1994]. How-
571ever, steam‐water functions for fracture‐dominated media
572may be linear; that is, kr ∼ S, where S is the volumetric
573saturation of a particular phase, implying little phase inter-
574ference and that relative permeabilities sum to 1 [e.g.,
575Gilman and Kazemi, 1983; Wang and Horne, 2000]. Fur-
576ther, enthalpy data from well tests in geothermal reservoirs
577suggest Corey‐type relative permeabilities for liquid water
578but with little phase interference [Sorey et al., 1980], and
579some authors [e.g., Cline et al., 1992] have introduced
580temperature‐dependent relative permeability curves that re-
581flect the decrease in surface tension toward the critical point
582of pure water. A possible physical explanation for less phase
583interference in steam‐water flow (relative to immiscible
584fluids) is that steam can flow through water‐filled pores by
585condensing on one side and boiling off on the other [Verma,
5861990]. Regardless of the functional form of the relative
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587 permeability curves, experimental data seem to indicate a
588 near‐zero residual saturation for the steam phase and 20%–
589 30% residual saturation for the water phase.
590 [33] Realistic relative permeability functions should vary
591 with pore and fracture geometry [Helmig, 1997], and
592 therefore with scale, and should presumably include some
593 hysteresis, which in this instance is the difference in flow
594 behavior between when, for example, gas enters water‐
595 saturated media (gas imbibition) versus when gas leaves
596 water‐saturated media (gas drainage). However, hysteresis
597 is often ignored in simulations of nonisothermal, multiphase
598 flow [e.g., Li and Horne, 2006], and for modeling purposes,
599 a single global relative permeability function is commonly
600 invoked. The choice of relative permeability functions can
601 have a large influence on the results of simulations [e.g.,
602 Ingebritsen and Rojstaczer, 1996, Figures 9, 10, and 13].
603 Relative permeability curves are also the largest potential
604 source of nonlinearity in equations such as (4) and (5),
605 greatly complicating numerical solution of any problem
606 involving extensive multiphase flow.

607 6.6. Capillary Pressure
608 [34] Like relative permeability, capillary pressures (pres-
609 sure differences between fluid phases) are usually computed

610as functions of saturation using empirical relations [Helmig,
6111997] and do not account for dynamic effects such as
612hysteresis. Capillary pressure effects are often neglected in
613simulations of hydrothermal flow (for instance, equations
614(4) and (5) assume that a single value of pressure P ap-
615plies to both phases). This omission is perhaps justified by
616the limited empirical data on steam–liquid water capillary
617behavior [Li and Horne, 2007]; the fact that relative per-
618meability functions can incorporate some capillary effects,
619for instance, through residual liquid saturation (Figure 4);
620and the fact that the surface tension of water decreases with
621temperature and vanishes at the critical point, where the
622properties of steam and liquid water merge (Figure 2).
623However, simulations using plausible functional relations
624for capillary pressure have shown that capillary forces can
625increase the efficiency of heat transfer via countercurrent
626flow [Udell, 1985] and that in rocks with a porous matrix
627and a network of fractures (dual porosity), typical of
628hydrothermal systems, capillary pressures tend to keep the
629vapor phase in the fractures and the liquid in the matrix
630[Urmeneta et al., 1998]. In low‐permeability geothermal
631reservoirs, capillary forces can either extend or shrink two‐
632phase zones, depending on the wettability of the media
633[Tsypkin and Calore, 2003].

6346.7. Boussinesq Approximation
635[35] The Boussinesq approximation assumes that transient
636variations in fluid density are negligibly small (∂r/∂t = 0),
637and density acts only on the buoyancy term (rgz in
638equations (4) and (5)). This means that volume rather than
639fluid mass is conserved (equation (3)), and the approxima-
640tion allows straightforward solution using a stream function
641approach, which is particularly useful to resolve boundary
642layers in convective hydrothermal systems. However, it is
643inappropriate in the general hydrothermal case even if amass‐
644based stream function [Evans and Raffensperger, 1992] is
645used because (1) the effects of fluid expansion and pressuri-
646zation due to in situ heating are neglected [Hanson, 1992],
647(2) the compressibility of multiphase hydrothermal fluids
648can be extraordinarily high [Grant and Sorey, 1979], and
649(3) the stream function approach cannot describe the hydro-
650dynamics of phase separation and two‐phase flow. In some
651simulations using the stream function approach, two‐phase
652flow has been crudely approximated by assuming that a
653computational cell is entirely filled by either steam or liquid
654water [Cathles, 1977; Fehn and Cathles, 1979, 1986; Fehn et
655al., 1983], averaging the properties of the liquid and vapor
656phase [Wilcock, 1998; Fontaine et al., 2007], or assigning
657identical fluid properties (except for density) for liquid and
658vapor [Kawada et al., 2004]. All of these approaches are
659likely to generate significant errors. Another deficiency of the
660Boussinesq approximation/stream function approach is that
661because it assumes that ∂r/∂t = 0, it is not strictly valid for
662transient flow simulations [Evans and Raffensperger, 1992].
663Stream function solution of the governing equations for heat
664and mass transport is no longer necessary but remains quite
665common.

Figure 4. Linear, Corey‐type [Corey, 1957], and “fracture
flow” [Sorey et al., 1980] relative permeability functions.
These functions bracket the range of behavior that has been
suggested for steam–liquid water systems. The Corey and
“fracture flow” krl functions are identical, but their krv re-
lations are very different. Whereas the Corey functions give
krv + krl � 1 for a large range of saturations, the “fracture
flow” functions give krv + krl = 1. Values of krv for the linear
functions lie between the Corey and “fracture flow” values.
In these examples, volumetric liquid saturation (Sl) is related
to volumetric vapor saturation (Sv) by Sl + Sv = 1, and the
residual vapor and liquid saturations are 0.0 and 0.3, re-
spectively.
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666 6.8. Fluid Composition
667 [36] The presence of salts (primarily NaCl) and non-
668 condensible gas (primarily CO2) in continental and subma-
669 rine hydrothermal systems affects fluid phase relations,
670 densities, and miscibilities. These effects are usually not
671 represented in high‐temperature, multiphase models. State‐
672 of‐the‐art modeling studies have typically employed real-
673 istic properties for pure water [e.g., Ingebritsen and Hayba,
674 1994; Hayba and Ingebritsen, 1997; Jupp and Schultz,
675 2000; Hurwitz et al., 2003; Coumou et al., 2006, 2008a,
676 2008b]. Studies incorporating accurate representations of
677 the binary H2O‐CO2 or H2O‐NaCl systems have only very
678 recently become available [Todesco et al., 2004; Geiger et
679 al., 2005; Driesner and Geiger, 2007; Coumou et al.,
680 2009; Hutnak et al., 2009; Lewis and Lowell, 2009a,
681 2009b]. These first binary system studies have shown that
682 the extended pressure‐temperature range for phase separa-
683 tion can have a large impact on system behavior. Yet even
684 the binary system studies have not captured the full com-
685 plexity of crustal fluids that are usually better represented
686 in terms of three major components, H2O‐NaCl‐CO2.
687 Equation‐of‐state formulations for the ternary [Bowers and
688 Helgeson, 1983; Brown and Lamb, 1989; Duan et al.,
689 1995; Anovitz et al., 2004; Duan and Li, 2008] cover only
690 limited parts of the pressure‐temperature range encountered
691 in hydrothermal systems and have been shown to be of
692 limited accuracy in several regions of the phase diagram
693 [e.g., Schmidt and Bodnar, 2000; Blencoe, 2004;
694 Gottschalk, 2007]. Therefore, some level of approximation
695 remains inevitable (see section 8.1.2). However, consider-
696 ation of single‐component end‐member systems may lead to
697 conclusions that exclude qualitatively and quantitatively
698 important phenomena [Lu and Kieffer, 2009].

699 6.9. Nonreactive Fluid Flow
700 [37] The dynamic reality of hydrothermal geochemistry is
701 not fully expressed by the solute transport equation pre-
702 sented as equation (6), in which chemical reactions are
703 represented only by the “R” term. Laboratory experiments
704 [e.g., Seyfried, 1987; Bischoff and Rosenbauer, 1988, 1996;
705 Bischoff et al., 1996; Foustoukos and Seyfried, 2007], ob-
706 servations of spring and vent chemistry [e.g., Giggenbach,
707 1984; Von Damm, 1990, 1995; Shinohara, 2008], and
708 thermodynamic calculations [e.g., Symonds et al., 2001]
709 show that circulating hydrothermal fluids are highly reactive
710 and that hydrothermal reactions have a strong feedback effect
711 on the fluid flow field because they significantly alter both
712 rock and fluid properties. For instance, laboratory experi-
713 ments indicate that fluid flow under a temperature gradient
714 can result in rapid mineral precipitation, decreasing perme-
715 ability with time. During one experiment in which heated
716 water was forced down a temperature gradient (300°C–92°C)
717 through a cylindrical granite sample, the measured perme-
718 ability dropped by a factor of ∼25 in just 2 weeks [Moore
719 et al., 1983]. However, many laboratory studies involve
720 strong chemical disequilibrium that may not be represen-
721 tative of natural systems. Further, it is yet unclear as to
722 what degree the feedback between fluid pressure and rock

723mechanics may counteract the chemical reaction effect on
724permeability through creation of new fractures and/or
725reopening of existing fractures.
726[38] The interactions that lead to precipitation and dis-
727solution of minerals are commonly referred to as “reactive
728transport.” Because reactive transport simulations of hy-
729drothermal systems require a tremendous amount of com-
730putational power, they have been limited to one‐ or two‐
731dimensional domains with relatively simple geometries. The
732limited numerical simulations of reactive transport under
733hydrothermal conditions have mainly been carried out with
734TOUGH With Reactions (TOUGHREACT) [e.g., Xu and
735Pruess, 2001; Xu et al., 2001; Dobson et al., 2004;
736Todaka et al., 2004], CSMP++ [Geiger et al., 2002], or
737specialized reactive transport codes [e.g., Steefel and
738Lasaga, 1994; Alt‐Epping and Smith, 2001].

7396.10. Simplified Descriptions of Permeability
740[39] Intrinsic permeability (k in equations (1), (2), (4),
741and (5)) is probably the most influential, least constrained,
742and most variable parameter influencing fluid flow in
743magmatic hydrothermal systems. In the crystalline rocks
744typical of hydrothermal systems, fluid flow is focused in
745fractures and thus may vary by orders of magnitude when
746examined at different length scales [Nehlig, 1994; Curewitz
747and Karson, 1997]. Fluid flow in fractured rocks is funda-
748mentally different from porous media flow and comprises a
749major research area in hydrogeology [Berkowitz, 2002;
750Neuman, 2005]. For practical purposes, numerical simula-
751tions of hydrothermal flow generally assume that an REV
752exists over which fracture permeability can be described by
753an equivalent porous media approximation.
754[40] Although permeability varies by ∼17 orders of mag-
755nitude in common geologic media, some systematic variation
756is suggested by various global and or crustal‐scale studies
757[e.g., Brace, 1980, 1984; Bjornsson and Bodvarsson, 1990;
758Fisher, 1998; Manning and Ingebritsen, 1999; Saar and
759Manga, 2004; Talwani et al., 2007; Stober and Bucher,
7602007]. A global permeability‐depth relation based on geo-
761thermal and metamorphic data suggests that mean crustal‐
762scale permeability is approximated by

log k � �3:2 log z� 14; ð10Þ

763where k is in m2 and z is in km [Manning and Ingebritsen,
7641999]. This relation suggests effectively constant perme-
765ability below 10–15 km, the approximate depth of the brittle‐
766ductile transition in tectonically active crust, and the absence
767of a permeability discontinuity or barrier, implying that fluids
768produced by magmatism and metamorphism can be trans-
769mitted to the brittle crust and mix with meteoric fluids
770[Ingebritsen and Manning, 1999]. The brittle‐ductile transi-
771tion is probably much shallower than 10–15 km in the thin,
772hot crust associated with active magmatism.
773[41] Proposed permeability‐depth relations for the conti-
774nental [Manning and Ingebritsen, 1999; Shmonov et al.,
7752003; Stober and Bucher, 2007] and oceanic [Fisher, 1998]
776crust assume permeability to be isotropic. In many geologic
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777 environments there is, in fact, large permeability anisotropy,
778 which is conventionally defined as the ratio between the
779 horizontal and vertical permeabilities but may also represent
780 structural/tectonic features such as the axial rift/abyssal hill
781 topography of the MOR. The relatively few hydrothermal
782 modeling studies that have explored the effect of permeability
783 anisotropy have found its effects to be significant [e.g.,
784 Dutrow et al., 2001; Hurwitz et al., 2002, 2003; Saar and
785 Manga, 2004; Fisher et al., 2008].
786 [42] Laboratory experiments involving hydrothermal flow
787 under pressure, temperature, and chemistry gradients in
788 crystalline rocks result in order‐of‐magnitude permeability
789 decreases over daily to subannual time scales [e.g., Summers
790 et al., 1978; Morrow et al., 1981, 2001; Moore et al., 1983,
791 1994; Vaughan et al., 1986; Cox et al., 2001; Polak et al.,
792 2003; Yasuhara et al., 2006]. Field observations of contin-
793 uous, cyclic, and episodic hydrothermal flow transients at
794 various time scales also suggest transient variations in
795 permeability [e.g., Baker et al., 1987, 1989; Titley, 1990;
796 Hill et al., 1993; Urabe et al., 1995; Haymon, 1996; Fornari
797 et al., 1998; Sohn et al., 1998; Gillis and Roberts, 1999;
798 Johnson et al., 2000; Golden et al., 2003; Hurwitz and
799 Johnson, 2003; Husen et al., 2004; Sohn, 2007]. Despite
800 these empirical observations, only a few modeling studies
801 have invoked temperature‐ [Hayba and Ingebritsen, 1997;
802 Germanovich et al., 2000, 2001; Driesner and Geiger,
803 2007], pressure‐ [Dutrow and Norton, 1995; Driesner and
804 Geiger, 2007; Rojstaczer et al., 2008], or time‐dependent
805 permeability [e.g., Hurwitz et al., 2002] or the effects of
806 reactive transport on permeability [Dutrow et al., 2001]. The
807 widespread occurrence of active, long‐lived (103–106 years)
808 hydrothermal systems, despite the tendency for permeability
809 to decrease with time, implies that other processes such as
810 hydraulic fracturing and earthquakes regularly create new
811 flow paths [e.g., Rojstaczer et al., 1995]. In fact, there have
812 been suggestions that crustal‐scale permeability is a dynami-
813 cally self‐adjusting or even emergent property [e.g.,Rojstaczer
814 et al., 2008].

815 7. NUMERICAL METHODS

816 [43] The fundamental idea of any numerical method is to
817 represent the physical domain by a computational grid. This
818 grid consists of a number of discrete points located on the
819 intersections of lines that are orthogonal to each other
820 (“structured grid”) or in a nonorthogonal arrangement such
821 that they optimize the representation of the geometrical
822 features within the domain (“unstructured grid”). The
823 number of grid points feasible or desirable in practical ap-
824 plications depends greatly on the computational efficiency
825 of the numerical method, the complexity of the geological
826 structures present in the physical domain, the nonlinearity of
827 the flow and transport processes, and the degree of precision
828 sought. At each grid point values of the parameters that
829 describe the physical domain, for example, the porosity and
830 permeability, are specified or calculated. The solution to the
831 governing equations is then approximated numerically at
832 these points. For magmatic hydrothermal systems the sys-

833tem of governing equations is coupled and highly nonlinear.
834Accurate, stable, and efficient solution of these equations is
835the subject of ongoing research.
836[44] The first numerical methods used to simulate multi-
837phase heat and mass transport were finite difference (FD)
838methods [Faust and Mercer, 1979a, 1979b]. They form the
839basis for the U.S. Geological Survey code HYDROTHERM
840[Hayba and Ingebritsen, 1994; Kipp et al., 2008]. Pruess et
841al. [1979] used an integrated finite difference scheme (IFD)
842[Narasimhan and Witherspoon, 1976], formally equivalent
843to a finite volume (FV) method, that is the basis of the
844widely used TOUGH code family [Pruess, 2004]. The FV
845method is also used in the research code FISHES [Lewis,
8462007; Lewis and Lowell, 2009a].
847[45] Both FD and IFD methods are very intuitive because
848they approximate the spatial and temporal gradients of a
849given property in equations such as equations (4) and (5) as
850the difference in that property between two discrete points in
851x, y, and z directions or between two discrete points in time,
852respectively. The FD method is restricted to structured grids,
853which imposes restrictions in representing complex topog-
854raphy and stratigraphy or geological structures such as
855faults. The IFD method can be used for unstructured grids
856and hence provides more geometrical flexibility. However,
857it requires the interface between two grid points to be per-
858pendicular to the line connecting them. If this is not the case,
859the locations of temperature, pressure, and saturation fronts
860will exhibit strong grid orientation effects unless the spatial
861gradients are approximated in a more complex manner [e.g.,
862Aavatsmark, 2002; Lee et al., 2002].
863[46] To avoid numerical instabilities in situations where
864advective transport dominates over diffusive transport, FD
865and IFD methods commonly use upstream weighting. That
866is, certain parameters (e.g., rv, rl, kr, mv, and ml), and thus
867the flow between two grid points, are weighted toward the
868grid point that lies in the upstream flow direction. Whereas
869upstream weighting stabilizes the numerical solution, it also
870overestimates diffusive flow between grid points. This
871causes artificial smearing of steep concentration fronts, also
872known as numerical dispersion. Numerical dispersion can be
873reduced by evaluating the flow between grid points at the
874interface between the points, rather than the upstream node.
875Such so‐called “higher‐order” flux approximations predict
876the locations of temperature, concentration, and saturation
877fronts more accurately [Oldenburg and Pruess, 2000;
878Geiger et al., 2006a].
879[47] The finite element (FE) method is a numerical method
880that allows truly unstructured grids and hence provides
881maximum geometric flexibility to represent complex geo-
882logical structures. It was adapted for simulation of multiphase
883flow in magmatic hydrothermal systems by Zyvoloski [1983]
884and forms the basis of the Los Alamos National Laboratory
885code FEHM [Zyvoloski et al., 1988, 1997; Keating et al.,
8862002]. Standard FE methods also suffer from numerical
887instabilities if advection dominates over diffusion. Hence, the
888idea of upstream weighting was introduced here as well
889[Dalen, 1979]. However, upstream‐weighted FE methods
890require special FE grids; otherwise, the upstream direction
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891 cannot be identified uniquely, and nonphysical results can
892 occur [Forsyth, 1991].
893 [48] More recently, a classical concept for modeling in-
894 compressible single‐ and two‐phase flow and transport in
895 porous media [e.g., Baliga and Patankar, 1980; Durlofsky,
896 1993] has been adapted to multiphase heat and mass
897 transport simulations [Geiger et al., 2006a; Coumou, 2008].
898 It combines the FE method to solve the diffusive parts of
899 heat and mass transport equations with a higher‐order FV
900 method to solve the advective parts. This way, the numerical
901 method that is best suited to solve a certain type of equation,
902 FE for diffusion and FV for advection, can be used. At the
903 same time, maximum geometric flexibility is provided, even
904 for very complex three‐dimensional structures such as
905 fractured and faulted reservoirs [Paluszny et al., 2007]. In
906 the combined FE‐FV approach, the mass balance equation
907 (equation (4)) is reformulated as a pressure‐diffusion equa-
908 tion. From its solution the velocity field can be computed,
909 which is subsequently used in solution of the heat (equation
910 (5)) and solute (equation (6)) transport equations [Geiger et
911 al., 2006a; Coumou, 2008].
912 [49] Regardless of the numerical method, the discretized
913 form of the heat and mass transport equations results in a
914 system of linear ordinary differential equations that can be
915 written in matrix form as Ax = b. A is a sparse and diago-
916 nally dominant matrix containing the discretization of the
917 governing equation. A is of size n × n, where n is the
918 number of unknowns. The vector x contains the solution
919 variables (e.g., hf and/or P) at each grid point, and the vector
920 b contains the boundary and initial conditions. Both x and b
921 are of length n. This implies that if there is only one solution
922 variable, n is equal to the number of grid points. The system
923 Ax = b must be solved at least once for each time step and
924 hence hundreds to thousands of times during a typical
925 simulation. There are several ways to solve Ax = b. Com-
926 mon choices include (incomplete) decompositions of A into
927 a lower and upper matrix (so‐called LU and ILU methods),
928 conjugate and biconjugate gradient (CG and BiCG) meth-
929 ods, and generalized minimum residual (GMRES) methods.
930 Often, several methods are combined to accelerate the
931 solution. For example, HYDROTHERMuses an ILUmethod
932 to precondition a GMRES solver [Kipp et al., 2008], whereas
933 TOUGH2 uses an ILU solver with BiCG/GMRES accelera-
934 tion [Wu et al., 2002]. A problem with these methods is that
935 the computing time for solvingAx = b increases by a factor of
936 (n)1.5 to (n)3; that is, if the number of unknowns doubles, the
937 computing time increases by a factor of ∼3–8. In practice, this
938 scaling behavior imposes restrictions on the number of un-
939 knowns that can be solved for, thereby imposing limitations
940 on how finely the grid can be resolved. However, a new
941 generation of robust matrix solvers exists. They are based on
942 algebraic multigrid methods, and their computing time scales
943 linearly with the number of unknowns [Stüben, 2001]. Such a
944 matrix solver is currently used in the CSMP++ code, which
945 consequently can deal with much larger numbers of un-
946 knowns [Matthäi et al., 2007].
947 [50] There are two fundamentally different ways that the
948 system Ax = b can be formulated, coupled and decoupled. In

949a fully coupled approach, one solves simultaneously for all
950unknowns such as enthalpy Hf and pressure P (equations (4)
951and (5)). Hence, the system Ax = b contains the dis-
952cretizations and boundary conditions of two equations. The
953number of unknowns (n) is now twice as large as the
954number of grid points. This approach can be expanded
955further to include concentration (equation (6)) or deforma-
956tion (equation (7)). Such coupled systems must be solved
957using a nonlinear iteration, which is commonly achieved by
958a Newton‐Raphson method. The advantage of fully coupled
959approaches is that the resulting pressure, temperature, and
960saturation fields are consistent and that relatively large time
961steps can be used as long as the iterations converge. Fully
962coupled approaches are most common to FD, IFD, and FE
963methods. Decoupled approaches solve the system Ax = b for
964each governing equation sequentially. This introduces a
965numerical error which is on the order of the time step: if the
966time step is decreased by a factor of 2, the error decreases by
967the same factor. While this error leads to pressure, temper-
968ature, and saturation fields that may not be entirely consis-
969tent, decoupled approaches are numerically more stable
970because they do not require iteration. In practice, this often
971allows use of finer grid meshes and higher‐order accurate
972transport schemes, which resolve the flow and transport
973processes more accurately in heterogeneous media than fully
974coupled approaches. Decoupled approaches are often used
975in conjunction with combined FE‐FV methods.
976[51] Currently, no single code solves the fully coupled
977equations for multiphase heat and mass transport and
978deformation in porous media. Instead, these equations are
979solved by coupling two different codes in sequence, one
980specialized code for fluid flow and transport and another
981specialized code for deformation [Rutqvist et al., 2002; Reid,
9822004; Hurwitz et al., 2007]. Great care must be exercised
983because such “sequential coupling” can lead to nonphysical
984oscillations in the numerical solution [Kim et al., 2009].

9858. LESSONS LEARNED SINCE 1991

986[52] We take Lowell’s [1991] review as the starting point
987for this part of our discussion. We divide this section into
988two parts, the first (section 8.1) emphasizing improvements
989in modeling capability and the second (section 8.2) focusing
990on the resulting insights into the physics of magmatic
991hydrothermal systems. Like Lowell [1991], we will em-
992phasize “process‐oriented” rather than site‐specific model-
993ing, though there are many recent, sophisticated modeling
994studies of producing geothermal fields [O’Sullivan et al.,
9952001, 2009; Mannington et al., 2004; Kiryukhin and
996Yampolsky, 2004; Kiryukhin et al., 2008]. Numerical sim-
997ulation is a powerful tool for testing competing hypotheses
998in data‐poor environments where data acquisition is a major
999challenge (Figure 5).
1000[53] Parameter uncertainty and incomplete knowledge of
1001initial conditions generally precludes site‐specific, “predic-
1002tive” forward modeling of subsurface hydrologic systems,
1003even in shallow, low‐temperature groundwater systems with
1004relatively abundant data [e.g., Konikow and Bredehoeft,
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1005 1992; Oreskes et al., 1994; Bethke, 1994]. Data availability
1006 in magmatic hydrothermal systems is generally much more
1007 limited. Nevertheless, recent numerical modeling results
1008 suggest that high‐temperature systems may in some respects
1009 be more “predictable” than shallow groundwater systems.
1010 This is because the properties of hydrothermal fluids them-
1011 selves may exert considerable control on first‐order behavior
1012 such as plume temperature (section 8.2.2) and circulation
1013 geometry (section 8.2.3). Numerical models that make such
1014 predictions can serve to guide expensive and complicated
1015 data acquisition efforts. Nearly 20 years later, we agree with
1016 Lowell [1991, p. 471] that “(m)odels of hydrothermal activity
1017 should be viewed as exploratory in nature.”

1018 8.1. Improvements in Modeling Capability
1019 [54] Since 1991 there has been improvement in our ability
1020 to quantitatively describe hydrothermal fluids and simulate
1021 hydrothermal flow in porous and fractured media. As de-
1022 scribed in section 8.2, much of our current understanding is
1023 derived from models that can simulate multiphase, near‐
1024 critical flow of realistic, non‐Boussinesq fluids with an
1025 adequate degree of computational accuracy.

10268.1.1. Descriptions of Fluid Thermodynamics
1027[55] Magmatic hydrothermal systems often operate at
1028near‐critical and/or boiling, two‐phase conditions. Such
1029conditions pose major computational challenges. For a one‐
1030component system such as H2O (Figure 2, middle), the
1031critical point is at the vertex of the vaporization curve in
1032pressure‐temperature coordinates and represents a singu-
1033larity in the equations of state where the partial derivatives
1034of fluid density and enthalpy (r(P, T) and h(P, T)) diverge to
1035±∞ [Johnson and Norton, 1991]. In pressure‐enthalpy co-
1036ordinates, where two‐phase conditions are represented as a
1037region rather than a single curve (Figure 6a), the relevant
1038properties of liquid water and steam merge smoothly to
1039finite values at the critical point and do not show singular-
1040ities. Consequently, many modern codes treat heat transport
1041in terms of enthalpy or internal energy. This treatment nat-
1042urally reflects the reality that phase separation is controlled
1043by (usually large) latent heats and that there is partial to full
1044mutual miscibility of the two phases. Multiphase phenom-
1045ena in hydrothermal systems are fundamentally different in
1046these respects from most low‐temperature multiphase flows
1047of immiscible fluids. For example, because water vapor can
1048condense into liquid water in a boiling system upon pres-
1049surization, the compressibility of the mixture is extremely
1050high, even higher than the pure vapor’s gas‐like compress-
1051ibility [Grant and Sorey, 1979]. The thermodynamics of
1052these effects have been incorporated in modern simulators
1053(CSMP++, FEHM,FISHES,HYDROTHERM, andTOUGH2)
1054since the mid‐1990s, and these codes can now routinely be
1055used to account for real properties in the pure water system.
1056[56] In binary water‐salt systems such as H2O‐NaCl, the
1057critical points of the two pure systems are usually connected
1058by a line that forms the crest of the vapor plus liquid co-
1059existence volume (e.g., in T‐P‐X or H‐P‐X coordinates (see
1060Figure 2, right)). This line is called the critical curve (or
1061critical line) and connects points that are often called critical
1062points for fluids of the respective composition. However,
1063these are not critical points of the same nature as the critical
1064point of a one‐component system, and there is no critical
1065divergence to infinity of properties such as heat capac-
1066ity, thermal expansion, and compressibility. Rather, at the
1067“critical point” of a seawater equivalent in the H2O‐NaCl
1068system (i.e., for 3.2 wt % NaCl at ∼30 MPa and 400°C) all
1069of these properties have finite values. The second compo-
1070nent adds an additional degree of freedom to the system,
1071eliminating singular behavior. Accordingly, phase propor-
1072tions and two‐phase compressibilities are no longer simple
1073functions of bulk fluid enthalpy and the specific enthalpies
1074of the two phases but are subject to additional constraints
1075posed by mass balance of the chemical components. The
1076thermodynamics of H2O‐NaCl have recently been incor-
1077porated into several codes, typically using an enthalpy‐
1078pressure‐composition formulation: for subcritical tempera-
1079tures to 350°C in TOUGH2 [Battistelli et al., 1997] and for
1080temperatures up to 650°C–1000°C in CSMP++ [Coumou,
10812008; Coumou et al., 2009], FISHES [Lewis, 2007; Lewis
1082and Lowell, 2009a], and NaCl‐TOUGH2 [Kissling, 2005a,
10832005b] (Table 1). These codes use different numerical

Figure 5. Flowchart showing steps in development of a nu-
merical model suitable for hypothesis testing. The iterative
nature of the modeling process could be represented by a
variety of loops in this flowchart. For instance, exploration
and reevaluation of boundary and initial conditions can be
very important for understanding processes.
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1084 schemes and different equations of state: the EOS in CSMP++
1085 are from Driesner and Heinrich [2007] and Driesner [2007];
1086 those in FISHES are a synthesis of data and extrapolations
1087 from Archer [1992], Anderko and Pitzer [1993], and Tanger
1088 and Pitzer [1989]; and those in NaCl‐TOUGH2 are from
1089 Palliser and McKibbin [1998a, 1998b, 1998c]. Systematic
1090 comparisons among these several codes have yet to be done.
1091 [57] The system H2O‐CO2 (Figure 2, left) is fundamen-
1092 tally different from H2O‐NaCl in that the critical line for this
1093 system limits the two‐phase region to temperatures lower
1094 than the critical temperature of pure water, and only a sin-
1095 gle‐phase fluid exists at temperatures above those indicated
1096 by the two‐fluid surface. Knowledge of the topology of this
1097 two‐phase region has recently been improved by high‐
1098 accuracy experimental studies, but available equations of
1099 state only approximate current understanding (see Blencoe
1100 [2004] for a summary). Complicated phase relations at low
1101 temperatures [Diamond, 2001] are not usually relevant to
1102 hydrothermal studies. Currently, only TOUGH2 and to some
1103 degree the FEHM simulator have implemented hydrothermal
1104 H2O‐CO2 thermodynamics.
1105 8.1.2. Accurate Representation of Fluid Properties
1106 [58] Recent work has demonstrated that approximation of
1107 the temperature‐pressure‐composition dependence of fluid
1108 properties in equations (1), (2), (4), and (5) can actually
1109 suppress behavior that is revealed when fluid properties are
1110 rendered more accurately (see sections 8.2.2, 8.2.3, 8.2.6,
1111 and 8.2.7). An increasing number of high‐temperature (to
1112 >350°C) studies have employed realistic properties for pure
1113 water as a function of temperature (or enthalpy) and pressure
1114 [cf. Ingebritsen and Hayba, 1994; Hayba and Ingebritsen,

11151997; Jupp and Schultz, 2000, 2004; Hurwitz et al., 2003;
1116Coumou et al., 2006, 2008a, 2008b]. However, the presence
1117of salts (primarily NaCl) and noncondensible gas (primarily
1118CO2) adds composition as another factor that affects fluid
1119phase relations, densities, enthalpies, and viscosities. The
1120binary H2O‐NaCl system (Figure 2, right) is of particular
1121interest as a reasonable first‐order proxy for MOR fluids.
1122Complete and accurate representations for this system re-
1123cently became available for conditions to 1000°C, 500 MPa,
1124and 0–1 XNaCl [Driesner and Heinrich, 2007; Driesner,
11252007] and have begun to be employed in numerical models
1126[Geiger et al., 2005, 2006a; Coumou, 2008; Coumou et al.,
11272009]. Previous descriptions of the H2O‐NaCl system at
1128high temperature either contained errors in the thermody-
1129namic formulation [Palliser and McKibbin, 1998a, 1998b,
11301998c] or were published only as preliminary studies.
1131[59] In spite of these advances, some level of approxi-
1132mation of fluid properties remains ubiquitous in hydrother-
1133mal modeling. For instance, in essentially all hydrothermal
1134applications, the composition dependence of viscosity in the
1135binary systems is represented by approximations. Further,
1136the complexity of crustal fluids would be better represented
1137in terms of the three major components (H2O‐NaCl‐CO2),
1138but data and thermodynamic models for this ternary remain
1139incomplete. To be useful in numerical modeling studies,
1140equation‐of‐state descriptions must be accurate over an
1141extended range of pressure, temperature, and composition;
1142be coherent across potential discontinuities such as phase
1143boundaries; and be amenable to efficient numerical evalu-
1144ation. Incorporation of H2O‐NaCl‐CO2 equations of state is
1145not yet feasible, and incorporation of other salts such as

Figure 6. (a) Pressure‐enthalpy diagram for pure water. The thick solid line represents the liquid (L) and
vapor (V) branches of the boiling curve, joining at the critical point (CP). The area bounded by this curve
is the coexistence region of a boiling liquid plus vapor mixture, within which phase proportions can be
determined by the lever rule on a horizontal tie line. Arrows indicate adiabatic paths for a rising package
of water that is initially 350°C (black) or 250°C (gray) at 30 MPa. In the 350°C case, the boiling curve is
encountered at ∼16.5 MPa, whereas in the 250°C case, boiling occurs at ∼4 MPa. (b) In a temperature‐
depth context, this affords one explanation of why hydrothermal systems boil to various depths. The
dashed gray curve in Figure 6b represents the boiling point curve, that is, the increase in boiling temper-
ature with depth (pressure). The initially 350°C fluid (black curve with arrow) boils at ∼2 km depth, and
the initially 250°C fluid (gray curve) boils at ∼0.4 km depth. The open circles in both Figures 6a and 6b
indicate where the rising fluid intercepts the two‐phase region (boils). Because of the large heat of vapor-
ization of water, expressed as the width of the two‐phase region in Figure 6a, rising hydrothermal plumes
are unlikely to depart from the boiling point curve once they intercept it.
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1146 H2O‐KCl [Anderko and Pitzer, 1993] or H2O‐CaCl2 [Bischoff
1147 et al., 1996], which can shift phase boundaries and enhance
1148 the reactivity of the fluid, is limited by the pressure‐
1149 temperature range of available experimental data.
1150 8.1.3. Role of Dimensionless Numbers
1151 [60] The Boussinesq approximation and the assumption
1152 that fluid density, viscosity, and heat capacity vary linearly
1153 as functions of temperature or composition allows definition
1154 of a set of dimensionless parameters to characterize convec-
1155 tion (Table 2). These parameters are the Rayleigh number Ra,
1156 which describes the vigor of convection; the Nusselt number
1157 Nu, which describes the ratio of the total heat flux to the heat
1158 flux transported by conduction alone; the Lewis number Le,
1159 which describes the ratio between thermal and chemical
1160 diffusivity; the buoyancy ratio Rb, which is a ratio of fluid
1161 density contributions from salinity and temperature varia-
1162 tions; and the dimensionless porosity �*, which describes the
1163 degree to which advective heat transport is retarded with
1164 respect to advective solute transport [e.g., Nield and Bejan,
1165 1992].
1166 [61] For realistic fluids with strongly nonlinear fluid
1167 properties and two‐phase flow, nearly identical dimension-
1168 less parameters can describe vastly different convective
1169 systems [Geiger et al., 2005]. For instance, when the results
1170 of many numerical simulations are parameterized in terms of
1171 Ra, Rb, and �*, no clearly defined parameter spaces exist in
1172 which a certain type of convection pattern occurs (Figure 7).
1173 These parameters also cannot predict whether phase sepa-
1174 ration occurs.
1175 [62] A more accurate, physically based parameterization is
1176 given by the local Rayleigh number RaL [Jupp and Schultz,

11772000], a ratio that measures the influence of fluid flow on
1178the evolution of the local temperature field, rather than the
1179entire domain. The local Rayleigh number RaL (Table 2)
1180describes the accumulation of energy due to advection and
1181diffusion and can readily be extended to two‐phase condi-
1182tions [Geiger et al., 2005]. For RaL < 1, local thermal dis-
1183turbances decay by diffusion, and convection does not occur.
1184For RaL > 1, advection is dominant over diffusion, and con-
1185vection cells form locally where RaL is largest.
11868.1.4. Numerical Accuracy
1187[63] Although the important and sometimes dominant role
1188of fluid properties appears to be a first‐order physical effect
1189in a number of geological settings, there is no guarantee that
1190these effects are correctly captured in simulations. The first
1191generation of multiphase geothermal reservoir simulators
1192[e.g., Stanford Geothermal Program, 1980] employed nu-
1193merical techniques that were designed to enhance numerical
1194stability and thereby permit stable solutions to certain
1195steam‐liquid water flow problems. Applied mathematicians
1196have long recognized that traditional numerical approaches

t2:1 TABLE 2. Dimensionless Parameters

t2:2 Parameter Equation

t2:3 Buoyancy ratio Rb = ��X
�T�T

t2:4 Dimensionless porositya �* = �
	, where s =

1��ð Þcr�r þ� cf �fð Þ
cf �f

t2:5 Lewis number Le = 

D, where 
 = K

1��ð Þcr�r þ� cf �fð Þ
t2:6 Nusselt numberb Nu =

hf qf T þ Km TL�TUð Þ
L

Km TL�TUð Þ
L

or Nu = −
R 1
0
@T
@z

���
z¼0

dxc

t2:7 Peclet number Pe = qf L
D

t2:8 Thermal Peclet number PeT = qf L
	


t2:9 Rayleigh numberd Ra = �f k�T�Tgz

�f

t2:10 RaT = kzkrl �l��vð ÞgZ

l�l

þ kzkrv �l��vð ÞgZ

v�v

t2:11 RaL = r� �l hlqlð Þ
r� KmrTð Þ
��� ���þ r� �vhvqvð Þ

r� KmrTð Þ
��� ���

t2:12 Reynolds number Re = �f qf L
�f

t2:13 aDescribes how much heat advection is retarded compared to solute
t2:14 advection due to the heat exchange between fluid and rock; applies only
t2:15 to single‐phase conditions.
t2:16 bThe overbar above the variables means that dimension, concentration,
t2:17 and temperature are nondimensionalized by the maximum dimension,
t2:18 concentration, or temperature, respectively.
t2:19 cAn analogous number (C replaces T) can be derived for solute transport
t2:20 and is called the Sherwood number.
t2:21 dRaT is the general extension of Ra to two‐phase conditions; RaL is the
t2:22 local Rayleigh number.

Figure 7. Diagram summarizing numerous simulations of
convecting NaCl‐H2O fluids spanning a wide temperature,
pressure, and salinity space. The simulated systems were
quantified using traditional dimensionless parameters: the
Rayleigh number Ra, the buoyancy ratio Rb, and the dimen-
sionless porosity �*. Fundamentally different flow patterns
were associated with nearly identical parameters. After
Geiger et al. [2005].
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1197 involving coarse spatial discretization and lower‐order nu-
1198 merical accuracy can artificially damp perturbations [e.g.,
1199 Harten, 1983; Sweby, 1984]. However, limited computa-
1200 tional resources have necessitated coarse discretization of
1201 simulated magmatic hydrothermal systems. Only recently
1202 have more accurate high‐resolution discretization tech-
1203 niques been adopted [Oldenburg and Pruess, 2000; Geiger
1204 et al., 2006a] (see also section 7), and it has been shown that
1205 they can actually reveal hidden dynamic behavior that is
1206 physically “real” (i.e., nonnumerical), such as hydrothermal
1207 plume splitting and fluctuations in vent temperature [Coumou
1208 et al., 2006].

1209 8.2. Recent Insights Into the Physics of Magmatic
1210 Hydrothermal Systems

1211 8.2.1. Nature of the Magma Hydrothermal Interface
1212 [64] In some hydrothermal flow models, the lower
1213 boundary is defined so as to approximately coincide with
1214 the brittle‐ductile transition, which may be viewed as sep-
1215 arating ductile and hence very low permeability rocks (and
1216 near‐lithostatic pressures) below the transition from brittle,
1217 higher‐permeability rocks (and near‐hydrostatic pressures)
1218 above the transition [Fournier, 1999]. The transition may
1219 roughly coincide with a thin, heat‐conducting boundary
1220 layer (sometimes referred to as “carapace”) that has long
1221 been inferred to exist between cooling magma (certainly
1222 ductile) and the overlying hydrothermal system [e.g., Lister,
1223 1974, 1983]. A relatively thin conductive boundary layer
1224 seems necessary to maintain the power output (∼100–
1225 1000 MW) typical of large magmatic hydrothermal systems
1226 [Schultz et al., 1992; Lowell and Germanovich, 1994]. As
1227 the magma in the underlying reservoir cools, the conductive
1228 boundary layer will migrate downward, allowing progres-
1229 sively deeper penetration of hydrothermal fluids [Kelley and
1230 Delaney, 1987; Fournier, 1999]. The transition from brittle
1231 to ductile conditions is traditionally assumed to occur in
1232 a temperature range of 350°C–400°C [Fournier, 1999],
1233 which coincides with the maximum temperature of 405°C
1234 measured in hydrothermal vents along the MOR [Von
1235 Damm et al., 2003] and with maximum temperatures mea-
1236 sured in deep geothermal wells worldwide [Fournier, 1991].
1237 However, experimental studies have shown that under re-
1238 alistic geological strain rates, the temperatures at which
1239 different rock types undergo transition from brittle to ductile
1240 rheology can range from 260°C for wet quartz to ∼700°C for
1241 dry orthopyroxene [Carter and Tsenn, 1987; Hirth et al.,
1242 1998; Simpson, 2001].
1243 [65] Recent high‐resolution, three‐dimensional numerical
1244 simulations using temperature‐dependent permeability sug-
1245 gest that the brittle‐ductile transition temperature in mid‐
1246 ocean ridge settings is probably not lower than 650°C
1247 [Coumou, 2008]. These simulations assume that perme-
1248 ability is negligibly low at temperatures above the brittle‐
1249 ductile transition. If the brittle‐ductile transition is set at
1250 temperatures less than ∼650°C, the hydrothermal convection
1251 system cannot effectively mine heat from the underlying
1252 magma. A broad hot zone develops at depth, and relatively
1253 low‐temperature discharge (�400°C) occurs on and off

1254axis. A brittle‐ductile transition defined at 650°C–750°C
1255results in simulated near‐axial discharge at ∼400°C in a
1256domain with homogeneous and isotropic permeability.
12578.2.2. Maximum Hydrothermal Plume Temperatures
1258and “Superconvection”
1259[66] There are a number of possible explanations for the
1260observation that maximum MOR fluid temperatures appear
1261to be limited to ∼400°C, much less than the temperature of
1262basaltic magma. Analytical solutions for conductive heat
1263transport show that temperatures at the surface of a single,
1264instantaneous intrusion will not exceed 0.5Tmax [e.g.,
1265Lachenbruch et al., 1976], or ∼600°C in the case of basalt.
1266Further, for typical hydrothermal pressures there is a max-
1267imum in silica solubility at 350°C–400°C such that at higher
1268temperatures fluid circulation may be inhibited by deposi-
1269tion of silica [Fournier and Potter, 1982]. Finally, it has
1270been suggested that vent temperatures are linked to the
1271temperature of the brittle‐ductile transition (section 8.2.1).
1272[67] Each of these explanations for MOR vent tempera-
1273tures seems plausible, but none of them are required. Si-
1274mulations of free convection above an arbitrarily hot base
1275show that the temperatures of upwelling plumes are effec-
1276tively buffered by the properties of water itself. Pure water
1277will tend to rise from an arbitrarily hot boundary layer at
1278temperatures of 350°C–400°C (Figure 8), the temperature
1279range associated with convection cells operating at maxi-
1280mum energy transport [Jupp and Schultz, 2000]. This result
1281has recently been supported by chemical geothermometry of
1282MOR fluids [Fontaine et al., 2009].
1283[68] This self‐organizing effect is not evident in a
1284“Boussinesq” fluid, for which the upflow temperature scales
1285linearly with the basal temperature (Figure 9). The pla-
1286teauing of upflow temperature at ∼400°C for non‐Boussi-
1287nesq water (see again Figure 9) can be understood in terms
1288of a quantity termed “fluxibility” F [Jupp and Schultz,
12892000], which measures the ability of buoyancy‐driven wa-
1290ter to transport heat:

F ¼ �0 � �ð Þ�h=�; ð11Þ

1291where r0 is the density of cold water. For pure water, this
1292locally defined quantity is weakly pressure‐dependent and
1293shows clear peaks in ∂F/∂T at temperatures ranging from
1294384°C at 25 MPa to 412°C at 35 MPa. These are thus the
1295temperatures at which pure water will tend to rise at a given
1296pressure. The fluxibility peaks shift to somewhat higher
1297temperatures in a seawater system (Figure 10).
1298[69] The fluxibility peaks at near‐critical temperatures are
1299related to an empirically observed phenomenon named
1300“superconvection” [Dunn and Hardee, 1981]. Numerical
1301experiments involving a two‐dimensional vertical slab with
1302fixed temperature top and bottom boundaries showed that
1303near‐critical heat transfer enhancements result from dra-
1304matic increases in the gradients in fluid enthalpy (hbot –
1305htop, or Dh) and density (rmax – rmin, or Dr) across the slab
1306that occur as its temperature approaches the critical temper-
1307ature [Ingebritsen and Hayba, 1994]. Maximum enhance-
1308ments in simulated heat transfer rates for a rectangular
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1309 (10 m × 10 m) slab (Nu > 100) exceeded the maximum
1310 enhancement (Nu ∼ 80) observed by Dunn and Hardee
1311 [1981] in their much smaller experimental cylinder. How-
1312 ever, other simulations showed that subcritical two‐phase
1313 processes (“heat pipes”) afford equally viable or superior heat
1314 transfer mechanisms. This result has been confirmed by more
1315 recent simulations [Coumou et al., 2008a] and makes sense
1316 on an intuitive level becauseDH (in this case Hv–Hl, the heat
1317 of vaporization) and Dr (rmax – rmin) are both larger under
1318 two‐phase conditions than they can be at or above the critical
1319 point itself.
1320 8.2.3. Self‐Organizing Geometries of Convection
1321 Cells
1322 [70] Numerical simulations that incorporate more accurate
1323 water properties and dense computational grids can also help
1324 to explain the three‐dimensional geometry of MOR hydro-
1325 thermal circulation (Figure 11) [Coumou et al., 2008b]. The
1326 concept of fluxibility (equation (11)) can be extended to in-
1327 clude both upflow (subscript u) and downflow (subscript d)
1328 zones of a hydrothermal convection cell,

F ¼ �u hu � hdð Þ �d � �uð Þ
�u 1þ "Bð Þ ; ð12Þ

1329 where e represents the ratio Au/ku/Adkd; Au and Ad are the
1330 horizontal cross‐sectional areas of the upflow and downflow
1331 zones, respectively; and B is the ratio of the fluid properties
1332 mdru/murd. This version of F expresses the ability of a multi-
1333 dimensional, single‐phase system to transport energy by
1334 buoyancy‐driven convection. When evaluated, it indicates
1335 that in a uniform permeability medium, optimum energy
1336 transport occurs when convection cells self‐organize into
1337 pipelike upflow zones (∼380°C) that are surrounded by nar-
1338 row zones of focused, hot recharge (100°C–300°C). This
1339 implies that recharge in MOR systems is much more focused
1340 than depicted in Figure 1b.

1341[71] Though the system depicted in Figure 11 has uniform
1342intrinsic permeability k, the hydraulic conductivity

K ¼ k�f g

�f
ð13Þ

1343of both upflow and downflow zones is enhanced relative to
1344surrounding regions by the presence of hot fluids with lower
1345viscosity mf. Once established, this geometry seems to be
1346fairly robust. The hydraulic conductivity contrast caused by
1347differences in fluid viscosity has the same stabilizing effect
1348as a contrast in intrinsic permeability. The hot, areally
1349restricted flow geometry dictated by water properties implies
1350short fluid residence times. It has important implications for
1351proposed MOR tracer tests and the formation of massive
1352sulfide ore deposits [Coumou et al., 2008b, 2009].

Figure 8. Simulated temperature distribution in a subsea convection cell. The top boundary is main-
tained at a pressure and temperature representing the seafloor and is permeable; a Gaussian (bell‐shaped)
temperature profile is imposed along the bottom boundary, with a maximum temperature of 1200°C re-
presenting magmatic temperatures. The lateral boundaries for the simulation are at distances of 1700 m,
well beyond the range of these Figures. (a) Overall temperature structure of the convection cell, showing
the distinction between the basal boundary layer and the plume, and (b) close‐up view of the flow regime
and temperature structure inside the boundary layer, showing only the bottom 100 m of the simulation
domain. Vectors in Figure 8b indicate volumetric fluid flow rates per unit area. Adapted by permission
from Macmillan Publishers Ltd [Jupp and Schultz, 2000], copyright 2000.

Figure 9. Temperature of upwelling fluid in a porous con-
vection cell as a function of temperature at the base of the
model domain, showing results for pure water at various
top boundary pressures (solid lines) and a Boussinesq fluid
(dashed line). After Jupp and Schultz [2004].
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1353 [72] In addition to the gross geometry of hydrothermal
1354 circulation (Figure 11), numerical simulation has elucidated
1355 finer‐scale behavior. For instance, plume splitting (viscous
1356 fingering) can potentially explain spatial and temporal var-
1357 iations in hydrothermal venting, including the sudden ex-
1358 tinction of black smokers [Coumou et al., 2006]. Plume
1359 splitting occurs in relatively high‐permeability systems
1360 when a less viscous fluid displaces a more viscous one. It
1361 can only be resolved numerically when hydrothermal con-
1362 vection is modeled using a high‐resolution grid and a sec-
1363 ond‐order accurate transport scheme and therefore has not
1364 been observed in less accurate simulations. This is because
1365 plume splitting occurs only when the thermal front (the
1366 contact between low‐ and high‐viscosity fluids) is suffi-
1367 ciently sharp. Less accurate numerical approaches do not
1368 preserve sharp thermal fronts.
1369 [73] Each of these geometrical insights depends on unre-
1370 stricted flow geometries. The classic single‐pass or U‐tube
1371 models of hydrothermal convection [e.g., Lowell and
1372 Germanovich, 1995] assume fixed flow geometries and
1373 therefore preclude these self‐organizing phenomena.
1374 8.2.4. Evolving Conceptual Models of Hydrothermal
1375 Convection
1376 [74] The pioneering studies of Elder [1967a, 1967b],
1377 Cathles [1977], and Norton and Knight [1977] manifested
1378 the concept that convection in magmatic hydrothermal
1379 systems occurs in large, stationary, roughly circular cells
1380 (Figure 1) of essentially two‐dimensional character. Al-
1381 though it has long been known that heat and salt advect and
1382 diffuse at different rates, leading to so‐called double‐diffu-
1383 sive systems [Nield, 1968; Fournier, 1990], only since the
1384 early 1990s have numerical simulations begun to demon-
1385 strate that convection of hot and saline fluids in hydrother-
1386 mal systems is nonstationary and can lead to periodic

Figure 10. The “fluxibility” F (the ability of a buoyancy‐driven fluid to carry energy) as a function of
temperature, evaluated at 388 bars and several different salinities. Heat transport in a convecting system is
maximized when the fluxibility is highest. Fluxibility peaks shift to progressively higher temperatures
with increasing salinity. The discontinuity in fluxibility at ∼600°C is due to the coexistence of halite
and vapor at this temperature. After Geiger et al. [2005].

Figure 11. Thermal and fluid flow structure of one of nine
plumes along a 4 km segment of MOR axis after a simula-
tion time of 100 years. The plume cross section shows 100°
C (blue), 300°C (brown), and 380°C (yellow) isotherms as
well as mass fluxes (arrows). Figure 11 represents a
1 km × 1 km × 1 km portion of a 4 km × 3 km × 1 km model
domain with a uniform permeability of 5 × 10−14 m2 and
closed lateral boundaries. The upper boundary is maintained
at a constant pressure of 25 MPa with a “mixed” thermal
boundary condition [Jupp and Schultz, 2000]. A spatially
variable (Gaussian) heat flux is imposed along the lower
boundary, representing estimatedMOR conditions of 350MW
per km of ridge length. After Coumou et al. [2008b].
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1387 oscillations or even chaotic changes in the effluent compo-
1388 sition and temperature of hydrothermal fluids [e.g.,
1389 Rosenberg and Spera, 1992; Schoofs et al., 1999; Schoofs
1390 and Spera, 2003]. Subsequent numerical simulations and
1391 Hele‐Shaw cell experiments showed that oscillatory, cha-
1392 otic, and very narrow convection cells can form if the
1393 Rayleigh number is sufficiently large [Cherkaoui and
1394 Wilcock, 1999, 2001]. Other convective instabilities are
1395 triggered by the convecting fluid itself: hot, rising plumes
1396 can split during hydrothermal convection due to viscous
1397 fingering effects [Coumou et al., 2006]. Numerical simula-
1398 tions suggest that the frequently observed variations in black
1399 smoker salinities can be caused by plume splitting, by the
1400 dynamic effects of phase separation during multiphase
1401 NaCl‐H2O convection [Coumou et al., 2009], or by chem-
1402 ical reactions that trigger rapid changes in permeability
1403 [Steefel and Lasaga, 1994].
1404 [75] Permeability anisotropy and heterogeneity also in-
1405 fluence hydrothermal convection. There is widespread evi-
1406 dence that regional stress patterns in the oceanic crust lead
1407 to regional fracture patterns, which cause azimuthal anisot-
1408 ropy in permeability in MOR systems with ratios of 100:1 or
1409 1000:1 [Wilcock and Fisher, 2004; Fisher et al., 2008], yet
1410 the effect of anisotropic permeability on convection is rarely
1411 studied (see section 6.10). Most simulations of hydrothermal
1412 convection at MOR systems have assumed uniform and
1413 isotropic permeability and simple box‐shaped geometries.
1414 Wilcock [1998] and Fontaine et al. [2007] showed that
1415 horizontal layering can influence the temperature of black
1416 smokers; shallow high‐permeability layers cause lower
1417 effluent temperatures. A vertically extensive impermeable
1418 zone, representing a mineralized region between the upflow
1419 and downflow zones of a hydrothermal convection cell, can
1420 increase effluent temperatures and salinities to values con-
1421 sistent with MOR observations [Fontaine et al., 2007].
1422 High‐permeability faults can accelerate hydrothermal con-
1423 vection and allow discharge velocities of up to ∼4 m s−1 and
1424 effluent temperatures of up to ∼450°C [Schardt et al., 2006].
1425 Elongated convection cells can form if the along‐axis
1426 lithospheric thickness increases from segment center to
1427 segment end, consistent with heat flow observations at slow
1428 spreading MOR systems [Fontaine et al., 2008]. Topogra-
1429 phy can have a significant impact on hydrothermal con-
1430 vection, concentrating hydrothermal activity on topographic
1431 highs [Harris et al., 2004; Schardt et al., 2006].
1432 [76] Because numerical simulations of hydrothermal
1433 convection are computationally intensive, most studies have
1434 considered two‐dimensional systems, consistent with the
1435 long‐standing view that convection is essentially two‐
1436 dimensional. Rabinowicz et al. [1998, 1999] presented the
1437 first three‐dimensional analysis of the influence of perme-
1438 ability on convection patterns, based on streamline solutions
1439 that employ the Boussinesq approximation. They demon-
1440 strated unsteady convection in three‐dimensional systems,
1441 either as high‐temperature (∼300°C), high‐flow rate (∼2.5 m
1442 yr−1) “jets” if the permeability is uniformly high or as tall
1443 and narrow cells (∼270°C) if convection is confined to a
1444 narrow, highly permeable slot representing the fissure zone

1445of a MOR. Coumou et al. [2008b] performed high‐resolution
1446three‐dimensional simulations of MOR hydrothermal con-
1447vection that included accurate thermodynamic properties of
1448H2O and realistic heat flow rates representing a magma
1449chamber at depth. As discussed in section 8.2.3, they showed
1450that the nonlinear fluid properties lead to self‐organization
1451of the convection cells. Hot and narrow upflow zones are
1452directly surrounded by warm and narrow downflow zones,
1453which are also nonstationary given reasonable permeability
1454values (≥5 × 10−14 m2). The flow rates in these convection
1455cells were high, suggesting that residence times are low and
1456that massive sulfide deposits can form at the seafloor within
1457100–1000 years.
1458[77] All of this numerical evidence implies that our con-
1459ceptual model of hydrothermal convection must be revised.
1460Convection does not occur in large, symmetric, stationary
1461and quasi‐two‐dimensional cells that draw in cold fluid over
1462large distances. At MOR systems may entail very narrow
1463and confined convection cells that permit fast fluid flow.
14648.2.5. Controlling Influence of Permeability
1465[78] The paramount influence of permeability on the
1466behavior of hydrothermal systems was well recognized by
1467the time of Lowell’s [1991] review. In fact, much of Lowell’s
1468discussion section was devoted to what he termed “perme-
1469ability control.” Significant new insights have emerged since
1470then. Here we will focus mainly on what might be termed
1471“process‐limiting” values of permeability.
1472[79] The limiting permeability value for significant heat
1473advection of ∼10−16 m2 that was inferred by Norton and
1474Knight [1977] has been confirmed in many subsequent
1475analyses of magmatic hydrothermal systems [e.g., Manning
1476et al., 1993; Ingebritsen and Hayba, 1994; Hayba and
1477Ingebritsen, 1997]. Hurwitz et al. [2003] invoked relative-
1478ly complex geometries and permeability structures in a
1479modeling study of hydrothermal circulation in subaerial
1480stratovolcanoes. They found that several conditions facili-
1481tate the ascent of a hydrothermal plume into a steep volcanic
1482edifice, including a sufficient source of heat and magmatic
1483volatiles at depth, strong buoyancy forces, and a relatively
1484weak gravity‐driven flow system. A further prerequisite is
1485that the plume must be connected to a deep heat source
1486through a pathway with a time‐averaged effective perme-
1487ability ≥1 × 10−16 m2.
1488[80] The hottest and most vapor‐rich hydrothermal
1489plumes are associated with somewhat higher permeabilities.
1490When magma intrudes and heats host rock, uniformly
1491“high” host rock permeabilities (approximately ≥10−14 m2)
1492lead to relatively low hydrothermal temperatures because
1493heat advects rapidly away from the magma reservoir. “Low”
1494permeabilities (approximately ≤10−16 m2) also lead to lower
1495hydrothermal temperatures, in this case because the thermal
1496regime is conduction‐dominated. Intermediate perme-
1497abilities (∼10−15 m2) lead to the hottest hydrothermal sys-
1498tems and the largest two‐phase zones. This emergent
1499behavior was first identified in modeling studies by Hayba
1500and Ingebritsen [1997]. The key permeability value of
150110−15 m2 has been used to explain fluid inclusion homog-
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1502 enization temperatures in epithermal Pb‐Zn veins [Kostova
1503 et al., 2004] (Figure 12).
1504 [81] Permeability is also the major determinant of the
1505 magnitude and extent of thermal pressurization resulting
1506 from magma intrusion [Delaney, 1982]. For low values of
1507 host rock permeability, in situ changes in fluid density and
1508 magmatic volatile release can be the dominant postintrusion
1509 driving forces for fluid flow for times of up to ∼104 years
1510 [Sammel et al., 1988]. This “expulsive” fluid flux can
1511 temporarily dominate the convective fluid flux for perme-
1512 abilities as large as 10−16 m2 [Hanson, 1992]. Reid [2004]
1513 performed a thorough hydrothermal modeling study of the
1514 hydraulic controls on thermal pressurization, motivated by
1515 the deep‐seated volcanic edifice collapses that sometimes
1516 occur in the absence of magmatic eruption. Far‐field pres-
1517 surization can occur only for a certain range of host rock
1518 hydraulic properties, but this range of hydraulic properties
1519 appears to be consistent with observations from geothermal
1520 reservoirs or hydrothermal systems (Figure 13). Given
1521 parameters typical of Earth materials, fluid pressure effects
1522 travel much faster than thermal effects, and the rapid
1523 movement of the fluid pressure front effectively decouples
1524 the pressure and temperature fields over the time scale of
1525 interest.
1526 [82] In addition to absolute values of permeability, per-
1527 meability contrasts exert significant control on the behavior
1528 of hydrothermal systems. Underpressured (subhydrostatic)
1529 vapor‐dominated zones are often surrounded by low‐per-
1530 meability barriers that shield the relatively permeable vapor‐
1531 dominated zones from surrounding, normally pressured flow
1532 systems [Straus and Schubert, 1981; Ingebritsen and Sorey,

15331988]. Simulations of periodic geysering show that perme-
1534ability contrasts on the order of 103 between geyser conduit
1535and surrounding matrix are required for geyser‐like behav-
1536ior, whereas smaller contrasts lead to steady upflow
1537[Ingebritsen and Rojstaczer, 1996]. When flow in fractures
1538is simulated, the fracture (kf)‐matrix (km) permeability con-
1539trast is a determinant of whether the fractures dominate
1540flow, which is usually the case for kf/km > 102–104, with the
1541actual value depending on fracture spacing and aperture
1542[Matthäi and Belayneh, 2004].
15438.2.6. Cooling Plutons: Time Scales, Geothermal
1544Resources, and Ore Deposits
1545[83] The fundamental role of fluid circulation in cooling
1546of plutons was demonstrated by the earliest numerical
1547modeling studies. Fluid circulation can remove heat much
1548more efficiently than conduction alone and thereby can ac-
1549celerate cooling. Active fluid circulation associated with
1550cooling plutons can generate very high, geologically tran-
1551sient heat flows, exploitable geothermal fields, and hydro-
1552thermal ore deposits. As pointed out by Cathles [1977],
1553cooling by conduction alone will not create high‐enthalpy
1554geothermal resources and will not necessarily cause sub-
1555stantial near‐surface heat flow anomalies.
1556[84] More recent modeling work has explored the dy-
1557namic interplay between pluton cooling, hydrothermal
1558plume development, and boiling and phase separation.
1559Figure 12b depicts the evolution of the temperature field
1560above a 2 × 1 km planar pluton emplaced at 2 km depth. At
1561early times there is a steep temperature gradient directly
1562above the pluton. Gradually, the steepest part of the thermal
1563gradient migrates toward shallow levels. At 7500 years, the

Figure 12. (a) Fluid inclusion homogenization temperatures from three different paragenetic stages
in Pb‐Zn epithermal veins of the Madan (Bulgaria) ore deposit as a function of present‐day topographic
elevation and (b) the same temperature data fields plotted relative to temperature‐depth curves from a sim-
ulation of hydrothermal circulation above a cooling pluton intruded in host rock with a uniform perme-
ability of 10−15 m2 [Hayba and Ingebritsen, 1997]. The early quartz‐pyrite stage apparently formed in a
very strong thermal gradient during early heating of the system (∼5000 years simulation time). Main stage
quartz‐galena‐sphalerite deposition evidently formed during an extended period of boiling to depths of
∼1 km (∼7500–10,000 years simulation time). The zone of economic mineralization may be related to the
pronounced curvature of the boiling‐point‐with‐depth curve (Figure 3) beginning at ∼1 km depth. After
Kostova et al. [2004] and Driesner and Geiger [2007].
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1564 steepest gradient occurs near the surface, and temperatures
1565 follow the boiling point–depth curve to depths of more than
1566 1 km. The system begins to wane by 15,000 years, at which
1567 time temperatures in the hydrothermal plume actually de-
1568 crease with depth. The result depicted in Figure 12 is for a
1569 host rock permeability of 10−15 m2, which produces the
1570 hottest, most steam‐rich systems (see section 8.2.5). An
1571 analogous conduction‐dominated system (10−17 m2) would
1572 achieve maximum temperatures at a time of ∼30,000 years
1573 and entail no boiling. An analogous system with 10 times
1574 higher permeability would persist for only ∼5000 years;
1575 have a maximum temperature of ∼250°C; and entail very
1576 limited, near‐surface boiling.
1577 [85] Though cooling rates depend strongly on pluton and
1578 host rock permeability, it is evident that small, shallow
1579 plutons cool over a time scale on the order of ∼104 years.
1580 This geologically short lifetime tends to focus exploration
1581 for shallow, high‐enthalpy geothermal resources on areas of
1582 very recent magmatic activity.
1583 [86] For the “optimal” permeability of order 10−15 m2

1584 (Figure 12), temperatures at the base of the hydrothermal
1585 plume during its hottest phases (∼2500–7500 years) are

1586close to the temperatures predicted to be most energy effi-
1587cient by the “fluxibility” argument of Jupp and Schultz
1588[2000] (section 8.2.3). Boiling persists for ∼10,000 years
1589over depth ranges of up to 1.5 km. The development of such
1590vertically extensive boiling zones is yet another conse-
1591quence of fluid rather than rock properties. In the pressure‐
1592enthalpy diagram of Figure 6, the pressure axis has been
1593inverted to illustrate the paths that ascending hot water
1594might take. Because of the large heats of vaporization
1595(represented by the width of the vapor plus liquid coexis-
1596tence region), an ascending hydrothermal fluid that enters
1597the vapor plus liquid field is unlikely to leave it as it con-
1598tinues to rise. Hence, vertically extensive two‐phase/boiling
1599zones can develop above the first level of boiling [Hayba
1600and Ingebritsen, 1997]. Where this level is reached de-
1601pends largely on the heat content of the ascending fluid and
1602the system‐scale permeability [Driesner and Geiger, 2007].
1603[87] The occurrence, persistence, and spatial distribution
1604of boiling are significant to economic geologists because of
1605their implications for certain types of ore deposits
1606[Williams‐Jones and Heinrich, 2005]. The main stage
1607quartz‐galena‐sphalerite deposition depicted in Figure 12a

Figure 13. Fluid pressure response to intrusion of 900°C magma at 2.5 km depth below a stratovolcano
as a function of host rock permeability and porosity. Intermediate values of permeability lead to signif-
icantly elevated fluid pressures within the edifice, lower values lead to fluid pressures in excess of litho-
static near the top of the intrusion, and higher values lead to minimal (<5%) disturbance of preintrusion
pressures. The variably shaded regions bounded by curves were determined by numerical modeling. The
solid symbols represent permeability/porosity data points determined from geothermal reservoirs
[Bjornsson and Bodvarsson, 1990] or inferred from hydrothermal systems [Manning and Ingebritsen,
1999]. These data show that the permeability/porosity conditions required for thermal pressurization
are not unusual. After Reid [2004].

Ingebritsen et al.: MODELING MAGMATIC HYDROTHERMAL SYSTEMS XXXXXXXXXXXX

21 of 33



Ar
tic
le
in
Pr
oo
f

1608 is one example of boiling‐related mineralization. Low‐sul-
1609 fidation epithermal gold is another example. In epithermal
1610 systems, gold may be transported as bisulfide complexes in
1611 the liquid phase and precipitate where the liquid starts to
1612 boil because the boiling partitions H2S into the vapor phase
1613 and leads to decomplexation [e.g., Hedenquist and Henley,
1614 1985].
1615 8.2.7. Hydrothermally Driven Deformation
1616 [88] Numerical modeling studies of the coupling between
1617 high‐temperature, multiphase fluid flow and deformation
1618 were pioneered by Bonafede [1991] but are still in their
1619 infancy. The few modeling studies performed to date are
1620 intriguing because they suggest that the rates and patterns of
1621 ground surface deformation (GSD) measured in some large
1622 calderas could be induced by poroelastic transients in the
1623 hydrothermal system [Todesco et al., 2004; Hurwitz et al.,
1624 2007; Hutnak et al., 2009; Todesco, 2009]. Traditionally,
1625 interpretations of GSD invoke volume change of a discrete
1626 source (often assumed to be a magma chamber) with a speci-
1627 fied geometry in a homogeneous, isotropic, and elastic [e.g.,
1628 Mogi, 1958;Fialko et al., 2001] or viscoelastic [Newman et al.,
1629 2001] half‐space. The calculated depth, shape, and volume
1630 change of the source in these models are derived from inver-
1631 sion of the measured GSD. However, these traditional models
1632 cannot readily explain episodes of subsidence or the spatial
1633 and temporal variability revealed bymodern geodetic methods
1634 [e.g., Dzurisin, 2007]. Todesco et al. [2004] simulated multi-
1635 phase, multicomponent (H2O‐CO2) fluid flow to explain
1636 recent deformation in the Campi Flegrei (Italy) caldera.
1637 Hurwitz et al. [2007] simulated a single‐component (H2O)
1638 fluid to assess the range of conditions under which poro-
1639 elastically induced deformation might occur. Most recently,
1640 Hutnak et al. [2009] explored the effects of a multiphase

1641(liquid‐gas), multicomponent (H2O‐CO2) hydrothermal fluid
1642and found that the addition of noncondensible gas enhanced
1643deformation relative to pure water systems (Figure 14). Such
1644studies typically invoke a “one‐way” coupling between fluid
1645flow and heat transport and poroelastic deformation. That is,
1646the strains determined by equations analogous to equation (7)
1647are not fed back into equations such as equations (4) and (5)
1648so that the stress dependence of permeability and other
1649material properties is not considered.

16509. SUGGESTIONS FOR FUTURE WORK

1651[89] In the past 2 decades, and particularly the past few
1652years, significant advances have been made in development
1653and application of numerical models to simulate magma
1654hydrothermal systems. Faster computers, sophisticated soft-
1655ware, and improved observational and experimental data
1656enable more rigorous modeling studies that can reduce many
1657of the assumptions discussed in this review. Continued
1658progress will require the following.

16599.1. Accurate Fluid Equation‐of‐State Formulations
1660[90] In light of the immense influence of EOS descriptions
1661on system behavior (see sections 8.2.2–8.2.4), additional
1662work is needed to develop and incorporate usable EOS
1663formulations for multicomponent systems, particularly the
1664complete H2O‐NaCl‐CO2 system. The availability of docu-
1665mented, open source multiphase simulators (Table 1) has
1666eliminated the need for ad hoc approximations of multiphase
1667behavior, and the use of best available EOS formulations
1668should become standard in this era of widespread access to
1669adequate computational resources.

Figure 14. Cross section of a simulated caldera at a time of 20,000 years for host rock permeability
of 10−15 m2, showing contours of vapor saturation (%) resulting from basal injection of (a) single‐
component fluid (21 kt/d H2O) and (b) multicomponent fluid (20 kt/d H2O and 1 kt/d CO2) at 350°C.
Vertical deformation ranges up to ∼12 m at the center of the model (a radial distance of 0); note the break
in vertical scale at 0 m elevation. The multicomponent simulation has a much larger region of multiphase
flow. Vapor formation reduces relative permeability, impeding vertical aqueous fluid flow (F), increasing
pressure gradients (P), and deflecting warm fluids radially outward. The magnitude of vertical deforma-
tion and the radial extent of deformation are slightly larger in the multicomponent system (by 10% and
15%, respectively). From Hutnak et al. [2009].
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1670 9.2. More Realistic Treatment of Material
1671 Heterogeneity in Space and Time
1672 [91] There is clear field and laboratory evidence for ex-
1673 treme heterogeneity and dynamic variation in permeability
1674 in hydrothermal systems. Attempts to represent this vari-
1675 ability in numerical models are limited. More sophisticated
1676 representations of heterogeneity at the fault zone [Lopez and
1677 Smith, 1995] or system‐wide [Matthäi et al., 2004] scales
1678 generally do not involve high‐temperature, multiphase,
1679 multicomponent flow. Attempts to represent dynamic var-
1680 iations in permeability in a hydrothermal context have been
1681 ad hoc rather than physically rigorous [e.g., Rojstaczer et
1682 al., 2008]. Realistic representations of heterogeneity could
1683 also benefit from the calculation of effective permeabilities
1684 and multiphase properties (e.g., relative permeabilities). So‐
1685 called “upscaling” is a standard procedure in reservoir en-
1686 gineering, helping to capture the essential heterogeneity of a
1687 geological model while reducing the number of grid points
1688 in the numerical model, ultimately reducing computing time
1689 [e.g., Christie, 2001].

1690 9.3. Improved Description of Relative Permeability
1691 and Capillary Pressure Effects
1692 [92] We have noted that the choice of relative perme-
1693 ability functions (section 6.5 and Figure 4) can have a large
1694 influence on the results of numerical simulations, particu-
1695 larly if the simulations involve highly transient behavior
1696 [e.g., Ingebritsen and Rojstaczer, 1996]. The role of capil-
1697 lary pressure effects may be equally important but is gen-
1698 erally neglected (section 6.6). It requires a leap of faith to
1699 extrapolate relative permeability and capillary pressure re-
1700 lations determined from lab‐scale experiments to REV‐scale
1701 behavior in numerical models. We suggest renewed efforts
1702 to estimate field‐scale relative permeability and capillary
1703 pressure behavior from observations in producing geother-
1704 mal fields [e.g., Sorey et al., 1980]. Such efforts should
1705 include mapping of subsurface fluid saturations in active
1706 hydrothermal systems using state‐of‐the‐art geophysical
1707 imaging techniques [Finizola et al., 2006; Revil et al.,
1708 2008]. Pore network modeling techniques, which are rou-
1709 tinely used to obtain consistent relative permeability and
1710 capillary pressure curves for oil‐gas‐water systems [e.g.,
1711 Blunt, 2001], could complement such studies. In addition to
1712 potentially elucidating magmatic hydrothermal phenomena,
1713 research in this area is highly pertinent to practical geo-
1714 thermal reservoir engineering issues.

1715 9.4. Focus on “Process‐Based” Simulations
1716 Conditioned on Field Data
1717 [93] Laboratory experimentation relevant to hydrothermal
1718 systems peaked in the 1980s and 1990s and has decreased
1719 substantially in the past decade, as has deep drilling in
1720 magmatic provinces. Given the current level of data avail-
1721 ability, “system‐based” numerical modeling studies are
1722 likely to yield nonunique results and may be of limited
1723 predictive ability, with the important exception of focused
1724 reservoir engineering applications constrained by borehole
1725 data from producing geothermal fields. In the broader con-

1726text of magmatic hydrothermal systems, most system‐
1727specific models will remain overparameterized (under-
1728constrained). Research studies that attempt to characterize
1729specific systems should include sensitivity analyses in order
1730to explore the full range of conditions that can explain ob-
1731served phenomena. Formal sensitivity analysis can help
1732identify the appropriate degree of generality for system‐
1733specific modeling and will typically reveal, for instance, that
1734only one to two values of system permeability can be
1735legitimately constrained [e.g., Deming, 1993]. More geo-
1736metrically complex and heterogeneous models can be useful
1737for heuristic purposes but are generally nonunique. Given
1738the paucity of data from most individual systems, it can be
1739useful to aggregate data from several systems in order to
1740explore and constrain process behavior [e.g., Lewis and
1741Lowell, 2009b].

17429.5. Continued Attention to Numerical Accuracy
1743[94] Recent simulations with high‐resolution discretiza-
1744tion techniques [Oldenburg and Pruess, 2000; Geiger et al.,
17452006a] have revealed hidden dynamic behavior that is “real”
1746(i.e., nonnumerical), such as hydrothermal plume splitting
1747and fluctuations in vent temperature [Coumou et al., 2006].
1748Fine spatial discretization and second‐order accurate trans-
1749port descriptions seem indicated for problems involving
1750highly transient and/or heterogeneous systems.

17519.6. Continued Improvement of Solvers and Use
1752of Parallel Processing Methods
1753[95] Multiphase simulations with refined spatial dis-
1754cretization require substantial computational power, partic-
1755ularly when phase changes are widespread and frequent or
1756when reactive transport is considered. Simulations of even
1757simple geometries can still require days of computational
1758time. Thus, methods to reduce run time are required. Par-
1759allelization is attractive because fast, multiprocessor clusters
1760have become more available. Such capability was recently
1761added to the TOUGH2 [Wu et al., 2002; Zhang et al., 2008]
1762and CSMP++ codes [Coumou et al., 2008c; Geiger et al.,
17632009]. Additional significant gains can be realized by im-
1764proving solver efficiency. Because the computing time of
1765algebraic multigrid solvers scales linearly with the number
1766of unknowns [Stüben, 2001] and because the system Ax = b
1767is computed hundreds to thousands of times during a typical
1768simulations, these solvers are key to simulating multiphase
1769and multicomponent fluid flow in more complex two‐ and
1770three‐dimensional geologic structures. Another advantage of
1771algebraic multigrid solvers is that they do not need any in-
1772formation on the geometry of the domain, which is useful in
1773light of the structural complexity of magmatic hydrothermal
1774systems. Parallelization and algebraic multigrid approaches
1775can be linked to make best use of both methods [Coumou et
1776al., 2008c; Geiger et al., 2009].

17779.7. Benchmarking and Intercode Comparisons
1778[96] It is not possible to fully test multiphase, multicom-
1779ponent simulators against analytical solutions or empirical
1780results. Analytical solutions are limited, and experimental
1781data have to be developed for each specific application [e.g.,
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1782 Woods, 1999; Bergins et al., 2005; Benard et al., 2005].
1783 Thus, systematic intercomparison of independently devel-
1784 oped simulators can be an important way of building con-
1785 fidence in their performance. An ensemble of state‐of‐the‐art
1786 codes should be exercised on a common problem set. Such
1787 intercode comparison projects have been conducted in many
1788 other subsurface modeling areas and have led to significant
1789 improvements. Previous efforts include the U.S. Department
1790 of Energy–Stanford code comparison project [Stanford
1791 Geothermal Program, 1980], which exercised the first gen-
1792 eration of multiphase geothermal simulators; the Hydrologic
1793 Code Intercomparison (HYDROCOIN) [Larsson, 1992],
1794 Development of Coupled Models and Their Validation
1795 Against Experiments (DECOVALEX, http://www.decovalex.
1796 com), and Benchmark Tests and Guidance on Coupled
1797 Processes for Performance Assessment of Nuclear Waste
1798 Repositories (BENCHPAR) [Stephansson and Min, 2004]
1799 projects, which focused on modeling coupled flow and
1800 transport processes; and, most recently, comparisons of sub-
1801 surface CO2 storage simulators [Pruess et al., 2004;Ebigbo et
1802 al., 2007].

1803 10. CONCLUDING STATEMENT

1804 [97] We expect that numerical modeling exercises in
1805 coming years will continue to increase our conceptual un-
1806 derstanding of basic processes in magma hydrothermal
1807 systems and, in turn, provide guidance for expensive ex-
1808 ploration efforts. Fundamental questions remain to be ad-
1809 dressed by the next generation of numerical models: For
1810 instance, how is 25% of the Earth’s heat crust transmitted
1811 from cooling magma to overlying hydrothermal systems at
1812 the MOR? What is the expected near‐surface hydro-
1813 geochemical expression of magmatic unrest at several
1814 kilometers depth? How does hydrothermal circulation
1815 transport microbes, their food, and their respiration products
1816 within the subsurface biosphere? What is the nature of hy-
1817 drothermal circulation on extraterrestrial bodies such as
1818 Mars? Credible efforts to attack such problems require
1819 continued improvements in our ability to simulate coupled
1820 hydrothermal flow and deformation and reactive transport in
1821 multiphase systems and, particularly in the case of extra-
1822 terrestrial systems, formal consideration of the third water
1823 phase, ice.

1824 NOTATION

1826 c specific heat capacity (usually isobaric heat
1827 capacity) (E M−1 T−1).
1828 cb bulk compressibility (L t2 M−1).
1829 cs bulk compressibility of nonporous solids
1830 (L t2 M−1).
1831 C aqueous concentration (M L−3).
1832 D hydrodynamic dispersion (L2 t−1).
1833 F fluxibility (M L−3 t−1).
1834 g gravitational acceleration (L t−2).
1835 G shear modulus, E/2(1 − n) (M L−1 t−2).
1836 h specific enthalpy (E M−1).
1837 H enthalpy (E).

1838k intrinsic permeability (L2).
1839kr relative permeability (dimensionless).
1840K hydraulic conductivity (L t−1).
1841Km medium thermal conductivity (E t−1 L−1 T−1).
1842L characteristic length or distance (L).
1843P pressure (M L−1 t−2).
1844q volumetric flow rate per unit area (volume
1845flux, specific discharge, or Darcy velocity)
1846(L t−1).
1847qh conductive heat flux per unit area (E L−2 t−1).
1848R general source/sink term for mass (with
1849subscript m), heat (subscript h), or chemical
1850reactions.
1851S volumetric saturation (L3 L−3, dimensionless).
1852t time (t).
1853T temperature (T).
1854u displacement vector (L).
1855u average linear velocity (seepage velocity)
1856(L t−1).
1857X mass fraction H2O, NaCl, or CO2 in an H2O‐
1858NaCl‐CO2 mixture (dimensionless).
1859z elevation above a datum, vertical Cartesian
1860coordinate, or depth (L).
1861a effective stress coefficient, 1 (cs/cb) (dimen-
1862sionless).
1863aT porous medium linear thermal expansivity
1864(T−1).
1865g chemical expansivity (dimensionless).
1866� porosity (L3 L−3, dimensionless).
1867m dynamic viscosity (M L−1 t−1).
1868v Poisson’s ratio (dimensionless).
1869r density (M L−3).
1870(̂ ) increase or decrease in a quantity.
1871(

_
) a nondimensionalized quantity.

1872

1873Subscripts
1874

Unless otherwise locally redefined, subscripts
1875have the following meanings:
1876f fluid mixture in place (either a single phase
1877or a two‐phase mixture).
1878l liquid.
1879m porous medium.
1880r rock.
1881v vapor (steam).
18820 an initial state.
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