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[1] Concept development simulation with distributed, physics‐based models provides a
quantitative approach for investigating runoff generation processes across environmental
conditions. Disparities within data sets employed to design and parameterize boundary
value problems used in heuristic simulation inevitably introduce various levels of bias.
The objective was to evaluate the impact of boundary value problem complexity on
process representation for different runoff generation mechanisms. The comprehensive
physics‐based hydrologic response model InHM has been employed to generate base case
simulations for four well‐characterized catchments. The C3 and CB catchments are located
within steep, forested environments dominated by subsurface stormflow; the TW and
R5 catchments are located in gently sloping rangeland environments dominated by Dunne
and Horton overland flows. Observational details are well captured within all four of the
base case simulations, but the characterization of soil depth, permeability, rainfall
intensity, and evapotranspiration differs for each. These differences are investigated
through the conversion of each base case into a reduced case scenario, all sharing the same
level of complexity. Evaluation of how individual boundary value problem characteristics
impact simulated runoff generation processes is facilitated by quantitative analysis of
integrated and distributed responses at high spatial and temporal resolution. Generally,
the base case reduction causes moderate changes in discharge and runoff patterns, with the
dominant process remaining unchanged. Moderate differences between the base and
reduced cases highlight the importance of detailed field observations for parameterizing
and evaluating physics‐based models. Overall, similarities between the base and reduced
cases indicate that the simpler boundary value problems may be useful for concept
development simulation to investigate fundamental controls on the spectrum of runoff
generation mechanisms.
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1. Introduction

[2] The ability to understand, quantify, and employ our
knowledge of surface and near‐surface hydrologic processes
is critical for important environmental problems such as
flooding, pollution, and ecosystem health. In small, head-
water catchments it remains difficult to predict the flashy
response to individual precipitation events. Rainfall‐runoff
dynamics may be dominated by subsurface stormflow
[Hewlett and Hibbert, 1963] or by overland flow generated
via the Horton mechanism of infiltration excess [Horton,
1945], the Dunne mechanism of saturation excess [Dunne
and Black, 1970a, 1970b], or some combination thereof
[Loague et al., 2010]. The environmental controls on these
different runoff generation processes are illustrated quali-

tatively in Figure 1. The original version of Figure 1 was
assembled by Dunne [1978] on the basis of an extensive
examination of data sets from a variety of catchments
around the world. One problem with quantitatively com-
paring hydrologic response across different environmental
conditions is that features such as climate, catchment size and
geometry, geologic substrate, and vegetation cover are all
interrelated and differ widely between sites. These differ-
ences are often compounded by significant heterogeneities
within a given study area. Controls on the thresholds between
the processes in Figure 1 remain difficult to define quantita-
tively because of the complexity of nonlinear dynamic
interactions between climate, topography, soil hydraulic
properties, vegetation, and land use. This study is motivated
by the need for modeling tools that can be used to examine
quantitative thresholds between different runoff generation
mechanisms for a range of environmental conditions.
[3] Recent advances in computing power have facilitated

the emergence of a new generation of physics‐based hydro-
logic response models [e.g., VanderKwaak, 1999; Morita
and Yen, 2002; Ivanov et al., 2004; Panday and Huyakorn,
2004; Therrien et al., 2004; Kollet and Maxwell, 2006; Qu
and Duffy, 2007], developed in the spirit of the blueprint
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outlined by Freeze and Harlan [1969]. These comprehensive
models are all capable of simulating the range of runoff
generation processes illustrated in Figure 1. Accompanying
the increased complexity represented by this new generation
of models are the correspondingly extensive data require-
ments for adequate parameterization of boundary value pro-
blems [see Freeze and Cherry, 1979] and evaluating model
performance. Previous simulation‐based efforts have high-
lighted the importance of considering observations of both
integrated and distributed hydrologic response for achieving
greater confidence in model results [Refsgaard, 2000] and
limiting problems of equifinality [Ebel and Loague, 2006].
The scarcity of the distributed hydrologic response data sets
appropriate for use with these sophisticated models remains
the primary obstacle to their widespread application. Vari-
ability in the level of detail available to develop model
boundary value problems for different study locations also
presents an impediment to establishing acceptable metrics for
performance of a given model and its intended application.
[4] Kampf and Burges [2007] provide a review of hydro-

logic response modeling and propose a framework for clas-
sifying and comparing distributed models. While many
simpler rainfall‐runoff models were designed primarily for
operational applications, comprehensive physics‐basedmodels
can also be employed to generate hypothetical realities for
concept development and model testing [Loague and
VanderKwaak, 2004; Loague et al., 2006, 2010; Ebel and
Loague, 2008; Mirus et al., 2009a]. Such simulation‐based
approaches can be useful because they provide higher spatial
and temporal resolutions than can be obtained with current
field measurement capabilities.
[5] In the past decade, comprehensive physics‐based

hydrologic response models have been applied for a variety
of quantitative studies investigating the surface and subsur-
face controls on runoff generation [VanderKwaak and
Loague, 2001; Morita and Yen, 2002; Loague et al., 2005;
Ebel et al., 2007b, 2008;Heppner et al., 2007;Qu and Duffy,
2007; Vivoni et al., 2007; Jones et al., 2008; Kollet and
Maxwell, 2008; Li et al., 2008; Mirus et al., 2007, 2009a].
In each of these studies, simulations were designed after a
particular location or setting; each boundary value problem
was parameterized and evaluated using data sets with disparate
degrees of detail. Collectively, these efforts demonstrate how
physics‐based models can be employed for simulating runoff

generation processes across a range of environmental condi-
tions over different spatial and temporal scales. However, the
disparities between the data sets employed to establish the
boundary value problems in these studies introduce various
levels of bias that should be addressed.
[6] The difficulty in measuring small‐scale heterogeneities

of, for example, soil hydraulic properties and rainfall char-
acteristics limits the utility of comprehensive distributed
models [McDonnell et al., 2007]. Improved understanding of
how heterogeneity and disparities between different data sets
impact simulated process representation is needed for designing
networks of distributed measurements sufficient for adequately
parameterizing and evaluating comprehensive physics‐based
models. Ultimately, better quantitative characterization of how
surface‐subsurface water interactions influence process thresh-
olds may also promote more effective use of simpler rainfall‐
runoffmodels.Although important, the impacts of the topography
or resolution of finite element meshes on simulated hydrologic
response [e.g., Vivoni et al., 2005] are not the focus of the effort
presented herein.
[7] The objective of this work was to establish a common

level of complexity for a distributed physics‐based model,
such that it can be employed without observational bias to
quantitatively investigate the controls on runoff generation
mechanisms across the range of environmental conditions
illustrated in Figure 1. At the heart of this effort is the
comprehensive, physics‐based Integrated Hydrology Model
(InHM), which has been used previously to generate base
case boundary value problems for four well‐characterized
experimental catchments. In the context of the work presented
here, the term boundary value problem [see Freeze and
Cherry, 1979] refers to (1) the size and shape of the region
of flow, (2) the boundary conditions around the boundaries
of the region, (3) the initial conditions in the region, (4) the
spatial distribution of the hydrogeologic parameters that
control the flow, (5) the equations of flow within the region,
and (6) a mathematical method of solution. Whereas char-
acteristics 5 and 6 are incorporated within the framework of
InHM, characteristics 1–4 were determined on the basis of
available observations from the four base case catchments.
The focus of this work is largely on characteristics 2 and 4
because the base case data sets for these four experimental
catchments differ in terms of the characterization of spatial
and/or temporal variability in rainfall intensity, permeability,
and soil depth; there is also a first‐cut consideration for
evapotranspiration and hysteretic water retention curves in
some of the comparisons. The four base case boundary value
problems are each reduced to a common level of simplicity to
remove the bias from differences between the four data sets.
The simulated impact of the boundary value problem char-
acteristics, associated with different degrees of observational
detail, are evaluated in terms of both the integrated and
distributed hydrologic response.
[8] The focus of this work differs somewhat from pre-

vious simulation‐based efforts to investigate the hydrologic
response impacts of observational detail [e.g., Loague, 1988]
and model complexity [e.g., Loague, 1992]. Each of the base
cases employed in this study used all the observational details
available to successfully capture a realistic (albeit not perfect)
representation of hydrologic response with InHM. Each
reduced scenario developed herein is intended to represent a
fundamental response type, corresponding to one possible set
of processes that can occur in real systems. The hypothesis

Figure 1. Environmental controls on the runoff generation
mechanisms [after Dunne, 1978]. The C3, CB, TW, and R5
catchments are plotted schematically according to the domi-
nant response mechanism(s).
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tested is that a simplified boundary value problem, with
the various degrees of observational detail removed, will
still be useful for representing the different runoff gener-
ation mechanisms.

2. The Integrated Hydrology Model

[9] The Integrated Hydrology Model (InHM) was devel-
oped [VanderKwaak, 1999] to quantitatively simulate, in a
fully coupled approach, 3‐D variably saturated flow and
solute transport in porous media and 2‐D flow and solute
transport over the surface and in open channels. The most
important characteristic of InHM related to the objectives of
this work is that it requires no a priori assumption of a specific
runoff generation mechanism. Infiltration and exfiltration
rates are determined by spatially variable subsurface prop-
erties, spatially and temporally variable subsurface pressure
head gradients, and spatially and temporally variable surface
water depths. The governing equations are discretized in
space using the control volume finite element method, and
each coupled system of nonlinear equations in an InHM
simulation is solved implicitly using Newton iteration. The
full set of equations and a complete description of the details
regarding the nuances of InHM are given by VanderKwaak
[1999].

3. Catchment‐Scale Data Sets

[10] The foundations for the simulations in this study are
the base case boundary value problems, which were devel-
oped previously for InHM using data from four field sites:
(1) the C3 catchment, Oregon, (2) the Coos Bay catchment,
Oregon, (3) the Tarrawarra catchment, Australia, and (4) the
R5 catchment, Oklahoma. The general characteristics of
the four base case catchments are summarized in Table 1;
the four catchments are also placed on Figure 1 in terms of
their dominant runoff generation mechanisms. Perusal of
Table 1 and Figure 1 illustrates that the four catchments
were selected to represent the range of known mechanisms.
While the data sets for these four catchments contain different
degrees of information on rainfall and evapotranspiration,
geology, soils, runoff, and near‐surface soil hydraulic prop-
erties, all were suitable for adequately parameterizing and

testing InHM. The data used to establish the four base case
boundary value problems are summarized in Table 2. Perusal
of Table 2 illustrates the discrepancies between the degrees
to which spatial variability in hydrologic response was
characterized at the four sites. Details of the rigorous model
performance evaluation using the continuous observations of
both integrated and distributed hydrologic response summa-
rized in Table 2 are provided elsewhere [VanderKwaak and
Loague, 2001; Loague et al., 2005; Ebel and Loague,
2006; Mirus et al., 2007; Ebel et al., 2007a, 2007b, 2008;
Heppner et al., 2007; Mirus et al., 2009a]. Together, these
four base cases provide an opportunity for concept develop-
ment simulations to examine different levels of boundary
value problem complexity across a variety of environmental
conditions.

3.1. The C3 Base Case Boundary Value Problem

[11] The catchment known as C3 is located in the
H. J. Andrews Experimental Forest in the Oregon Cascades.
The C3 catchment is 1.7 ha in area, is steep (18°), and is

Table 1. Characteristics of the Four Base Case Experimental Catchments

Catchment Location
Climate,
Land Use

Drainage
Area
(ha)

Average
Slope
(deg)

Dominant
Runoff

Generation
Mechanisma References

C3 Oregon Cascades semihumid, timber 1.7 18 SSSF Wemple [1998], Dutton [2000],
Dutton et al. [2005],
and Mirus et al. [2007]

CB Oregon Coast Range humid, timber 0.1 43 SSSF Anderson et al. [1997a, 1997b],
Montgomery et al. [1997],
Torres et al. [1998], and
Ebel et al. [2007a, 2007b]

TW southeastern Australia temperate, grazing 10.5 3 DOF Western and Grayson [1998]
and Mirus et al. [2009a]

R5 central Oklahoma semiarid, grazing 9.6 2 HOF/DOF Loague [1986], VanderKwaak
and Loague [2001],
Loague et al. [2005],
Heppner et al. [2007],
and Heppner and Loague [2008]

aSSSF, subsurface stormflow; HOF, Horton overland flow; DOF, Dunne overland flow.

Table 2. Summary of the Data Sets Used to Establish the C3, CB,
TW, and R5 Base Case Boundary Value Problems

Data Set Characteristic C3 CB TW R5

Dischargea 1 2b 1 1
Rain gauges 1 148 1 1
Piezometers 5 223 74 0
Tensiometers 1 100 0 0
Soil water content

Neutron probec 0 0 20 32
TDRd 108 42 665e 0

Infiltration experiments/slug tests 48 177 42 247
Soil texture 9 3 125 247
Soil depth 9 630 125 247
Characteristic curvesf 1 6 0 0

aNumber of weirs, flumes, or culverts monitored using calibrated stage‐
discharge relationships.

bUpper and lower weirs.
cNumber of locations in (x, y) with multiple depth measurements.
dNumber of waveguide pairs.
eMean number of measurement locations, made with the same equipment

for 13 surveys [see Western and Grayson, 1998].
fWater retention and unsaturated hydraulic conductivity relationships

estimated using in situ methods [see Torres et al., 1998].
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intersected along its downstream boundary by a forest road,
which is drained by a culvert. Mean annual precipitation at
the H. J. Andrews Experimental Forest ranges from 2.30 m in
lower elevations to 3.60 m along the highest ridges. The clay‐
rich upper and lower soil horizons are underlain by Miocene
age volcanic and volcaniclastic bedrock. Figure 2 shows the
convergent topography of the C3 catchment with measure-
ment locations.
[12] The C3 database [Wemple, 1998; Dutton, 2000]

includes measurements of topography, rainfall intensity,
characteristics of the soil (thicknesses, saturated hydraulic

conductivity, porosity, and nonhysteretic capillary pressure
relationships), and hydrologic response (observed time
series of hydraulic head and discharge). Although some
Dunne overland flow occurs at C3 (B. Wemple, personal
communication, 2007) because of subsurface flow con-
vergence, the humid climate, steep topography, and deep,
permeable soils at C3 promote subsurface stormflow as the
dominant mechanism (Figure 1). The C3 catchment was
used to investigate the impacts of forest roads on slope
stability [Dutton et al., 2005; Mirus et al., 2007]. The
InHM simulated hydrologic response for the C3 base case
was successful at capturing the observed nuances of both
the integrated and distributed responses as described by
Mirus et al. [2007].

3.2. The CB Base Case Boundary Value Problem

[13] The Coos Bay experimental catchment (CB) is located
northeast of Coos Bay and North Bend in the Oregon Coast
Range. A series of sprinkling experiments were conducted at
CB during the early 1990s to investigate hydrologically
driven landslide initiation. The unchanneled CB is less than
0.1 ha in area, is very steep (43°), and was clear‐cut prior
to the sprinkling experiments. Mean annual rainfall in North
Bend is 1.6 m. The surface colluvium at CB is underlain
by saprolite, weathered bedrock, and fractured sandstone.
Figure 3 shows the steep topography of the CB catchment
with measurement locations and the spatial variability in
rainfall intensity and colluvium thickness.
[14] The CB database [Anderson et al., 1997a, 1997b;

Montgomery et al., 1997; Torres et al., 1998; Ebel et al.,
2007a] includes extensive measurements of topography,
rainfall intensity, characteristics of the colluvium and under-
lying formations (geometry and thickness, saturated hydrau-
lic conductivity, porosity, and hysteretic capillary pressure
relationships), and hydrologic response (observed time series
of soil water content, pressure head, discharge, and tracer

Figure 3. The CB catchment (a) topography with measurement locations, (b) spatial variability in soil
depth, and (c) spatial variability in rainfall intensity.

Figure 2. The C3 catchment topography with measure-
ment locations.
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concentrations). The highly permeable near surface, steep
slopes, and humid climate favor subsurface stormflow as the
dominant mechanism (Figure 1). The heavily instrumented
and monitored CB has facilitated rigorous evaluation of the
InHM base case boundary value problem as described by
Ebel et al. [2007b].

3.3. The TW Base Case Boundary Value Problem

[15] The experimental catchment known as Tarrawarra
(TW) is located in southeastern Australia. This well‐managed
rangeland catchment was heavilymonitored in themid‐1990s
to examine interactions between rainfall and evapotranspi-
ration with runoff and soil moisture dynamics. The first‐order
TW is 10.5 ha in area, gently sloping (2°), and vegetated with
grasses. Mean annual precipitation at TW is approximately
0.82 m. The soils across TW are silty and silty‐clay loams,
which overlay siltstone bedrock. Figure 4 shows the two
convergent hollows and the gently sloping topography of
TW with measurement locations and the spatial variability
in topsoil thickness.
[16] The TW database [Western and Grayson, 1998]

includes extensive measurements of topography, rainfall
intensity, characteristics of the soil horizons (geometry and
thickness, saturated hydraulic conductivity, porosity, and
texture), and hydrologic response (observed time series of
soil water content, pressure head, and discharge), as well as

characterization of the land cover and estimates of potential
evapotranspiration. The climate and terrain at TW promote
runoff response dominated by the Dunne mechanism (see
Figure 1). The TW data set played a central role in the
development of an exhaustive synthetic data set of a
Tarrawarra‐like hydrologic response, which successfully
captures observations of both the integrated and distributed
hydrologic responses as described by Mirus et al. [2009a].

3.4. The R5 Base Case Boundary Value Problem

[17] The experimental site known as R5 is located near
Chickasha, Oklahoma. A well‐managed rangeland catch-
ment that was intensely monitored during the International
Hydrologic Decade, R5 has a tremendous database. The first‐
order R5 is 9.6 ha in area, gently sloping (3°), and vegetated
with native grasses. Mean annual rainfall at R5 is approxi-
mately 0.73 m. The silt loam soils are underlain by a het-
erogeneous mix of shale, siltstone, and sandstone of the
Chickasha Formation. Figure 4 illustrates the gently sloping
topography of the R5 catchment with measurement locations
and the spatial variability in infiltration capacity.
[18] The R5 database [Heppner and Loague, 2008] includes

extensive measurements of rainfall intensity, topography,
characteristics of the soil horizons (thickness, infiltration
capacity, porosity, and texture), and hydrologic response
(observed time series of soil water content and discharge), as
well as characterization of the vegetation and land cover
and estimates of potential evapotranspiration. The climate,
terrain, and soil hydraulic properties at R5 facilitate runoff
by the Horton and Dunne mechanisms (see Figure 1). The
R5 data set played a central role in the development and
testing of InHM [VanderKwaak and Loague, 2001; Loague
et al., 2005; Heppner et al., 2007; Ebel et al., 2009]. The R5
boundary value problem has evolved over the years, culmi-
nating in the base case scenario described by Heppner et al.
[2007].

4. Methods: Investigations of Boundary Value
Problem Complexity

[19] As illustrated by Mirus et al. [2007], Ebel et al.
[2007b], Mirus et al. [2009a], and Heppner et al. [2007],
successful parameterization and evaluation of InHM for the
C3, CB, TW, and R5 base cases, respectively, relied on the
availability of an extensive catchment‐scale data set. How-
ever, the four data sets each include different amounts of
detail (see Table 2), dictated by the objectives of the studies
for which they were collected and a priori perceptions of
the dominant processes. The degree of detail represented in
each base case boundary value problem therefore varies,
depending on the observational detail within the corresponding
catchment‐scale data set (see Figures 2–5). For example, data
from 148 rain gauges were used to incorporate the spatially
variable sprinkling into the CB base case boundary value
problem, while the C3, TW, and R5 base cases each rely on
individual rain gauges to assign spatially uniform rainfall
rates (Table 2). Differences between the characteristics of the
four base case scenarios, such as the spatial variability of
rainfall (or lack thereof), prevent an even comparison of
simulation results between different catchments.
[20] The relative impact on simulated process represen-

tation for each type of boundary value problem character-
istic was investigated by simplifying each base case into a

Figure 4. The TW catchment (a) topography with mea-
surement locations and (b) spatial variability in soil depth.
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corresponding reduced case, such that the reduced cases for
all four catchments share a common level of boundary value
problem complexity. For example, reduced case simulation
scenarios all apply spatially uniform rainfall rates. Table 3
summarizes the relevant differences between the four base
case boundary value problems. Of the four catchment‐scale
data sets (Table 2), the C3 database supported the devel-
opment of the simplest base case boundary value problem
(Table 3). The C3 base case exemplifies the level of
boundary value problem simplicity needed for the reduced
cases developed in this study; therefore, the C3 base and
reduced case parameterizations are identical. Relative to the
complexity of the original base case boundary value pro-
blems, the simplifications presented are modest, and the

reduced case scenarios retain considerable information.
Table 4 provides complete InHM parameterizations of the
four reduced cases established for this study.

4.1. Rainfall Events

[21] Evaluation of the conversion from the base to the
reduced case scenarios employed one rainfall‐runoff event
from the observed records of each catchment. Rainfall
events from the C3, TW, and R5 base case data sets were
selected using the following criteria: (1) the rainfall event
ranks among the largest for the catchment in terms of peak
rainfall rate and total precipitation depth, (2) the event dis-
plays one of the largest observed runoff coefficients (i.e.,
ratio of total surface runoff to precipitation), (3) the

Table 3. Characteristics of the C3, TW, R5, and CB Base and Reduced Case Scenarios

Characteristic

Base Case Scenario Reduced Case Scenarios C3,
CB, TW, and R5C3 CB TW R5

Rainfall, spatially variable no yes no no noa

Hydraulic conductivity, spatially variable no no no yes nob

Soil depth, spatially variable no yes yes no noc

Evapotranspiration no no yesd yesd noe

Water retention curve, hysteretic no yes no no nof

aSpatially variable rainfall is replaced with uniform intensity equal to the mean value from three automated gauges [Ebel et al., 2007a].
bSaturated hydraulic conductivity is equal to the geometric mean of the maximum and minimum values from the base case.
cEach soil layer with spatially variable thickness is replaced with a layer of uniform thickness equal to mean thickness of the base case.
dDepth‐distributed evapotranspiration.
eEvapotranspiration is removed from all reduced case scenarios.
fHysteretic water retention curve is replaced with the nonhysteretic wetting curve, as recommended by Ebel et al. [2010].

Figure 5. The R5 catchment (a) topography with measurement locations and (b) spatial variability in
saturated hydraulic conductivity.
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Table 4. Characteristics of the Four Reduced Case Boundary Value Problemsa

Characteristic C3 CB TW R5

Finite Element Mesh
Number of nodes

Surface 1,128 2,774 1,335 1,603
Subsurface 80,088 138,544 73,425 62,517

Space increments (m)
Horizontalb (x, y) 0.7–20.0 0.4–2.3 4.0–15.0 8.8–22.0
Verticalc (z)
Topsoil 0.05 0.10 0.02 0.05
Subsoil 1 0.15 nad 0.05–0.07 0.05
Subsoil 2 nad 0.02–0.19 nad 0.05–0.15
Bedrock 0.3–4.0 1.67 0.10–2.00 0.25

Boundary Conditionse

Surface
Applied flux PPT PPT PPT PPT
Outlet CDf CDg CD RCh

Sides IP IP IP IP
Subsurface (faces)

Up gradient IP IP IP IP
Down gradient RS RS RF RS
Sides IP IP IP IP
Base IP IP RF UG

Subsurface Hydraulic Properties
Layer thickness (m)

Topsoil 1.5 0.96 0.23 0.2
Subsoil 1 1.5 nad 1.0 0.2
Subsoil 2 nad 2.0 nad 1.4
Bedrock 100 53 20 5

Saturated hydraulic conductivity (m s−1)
Topsoil 1.0 × 10−3 3.4 × 10−4 2.0 × 10−6 1.4 × 10−5

Subsoil 1 7.0 × 10−4 nad 2.0 × 10−7 4.3 × 10−6

Subsoil 2 nad 7.2 × 10−5 nad 4.3 × 10−7

Bedrock 1.0 × 10−9 5.0 × 10−7 2.0 × 10−9 4.5 × 10−9

Characteristic curvesi

a (m−1)
Topsoil 2.0 35.0 4.0 1.3
Subsoil 1 2.0 nad 4.5 1.8
Subsoil 2 nad 4.3 nad 0.6
Bedrock 4.3 4.3 6.0 0.6

b
Topsoil 1.4 3.0 2.5 1.7
Subsoil 1 1.4 nad 2.0 1.6
Subsoil 2 nad 1.3 nad 1.7
Bedrock 1.25 1.3 1.5 1.7

Residual water content (m3 m−3)
Topsoil 0.15 0.16 0.14 0.09
Subsoil 1 0.15 nad 0.11 0.13
Subsoil 2 nad 0.01 nad 0.16
Bedrock 0.02 0.01 0.02 0.02

Porosity (m3 m−3)
Topsoil 0.4 0.5 0.48 0.44
Subsoil 1 0.4 nad 0.38 0.48
Subsoil 2 nad 0.15 nad 0.41
Bedrock 0.2 0.12 0.2 0.3

Compressibility (m2 N−1)
Topsoil 1 × 10−7 1 × 10−8 1 × 10−7 0
Subsoil 1 1 × 10−7 nad 1 × 10−7 0
Subsoil 2 nad 1 × 10−9 nad 0
Bedrock 1 × 10−9 1 × 10−9 1 × 10−9 0

Surface Properties
Surface roughnessj 0.35 0.35 0.35 0.10
Depression storage (m) 0.01 0.005 0.01 0.005
Mobile water depth (m) 0.0001 0.005 0.0001 0.0005
Surface coupling lengthk (m) 1 × 10−4 1 × 10−3 1 × 10−3 1 × 10−2
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observed and simulated hydrographs for the event display a
distinct cause and effect response, and (4) the initial
conditions for the event are subject to no prior rainfall for
at least 1 day. The data set used for developing the CB base
case consists of three artificial sprinkling experiments [see
Ebel et al., 2007a]; therefore, a different criterion was used to
select the event. Experiment 3 was selected for this study
because it includes the most observational detail of the three
experiments. The characteristics of the selected rainfall and
sprinkling events for the four catchments are given in Table 5.

4.2. Initial Conditions

[22] Realistic and internally valid initial conditions for
each simulation scenario were developed using warm‐up
simulations conducted with InHM. The initial conditions
were designed to produce subsurface pressure head dis-
tributions and surface water depth patterns similar to those
that developed prior to the corresponding event in the con-
tinuous simulations wherein the base case parameterizations
were originally established [seeMirus et al., 2007; Ebel et al.,
2007b;Mirus et al., 2009a; Heppner et al., 2007]. The initial
condition for each warm‐up simulation is a uniform water
depth assigned to all surface nodes and total head values for
subsurface nodes specified as a percentage of elevation at the
surface. The warm‐up simulations commence with a pre-
liminary period of redistribution and drainage, followed by an
applied rainfall flux (during which drainage continues), and
concludes with a period of drainage only. When employing
the warm‐up simulation approach, it is not possible to
develop identical initial conditions for different boundary
value problems. However, the warm‐up simulation protocol
for the base and reduced case scenarios is the same for each
catchment, as summarized in Table 6. Therefore, the impact
of reduction in boundary value problem complexity for each

reduced case scenario is, by necessity, embedded in the
warm‐up simulation for that scenario.

5. Simulation Results

[23] Simulation results for the base and reduced case sce-
narios for C3, CB, TW, and R5 are shown in Figures 6–9.
The integrated response is shown in terms of discharge
hydrographs, whereas the distributed response is presented
in terms of surface water depth snapshots at selected output
times. Because the surface water depth patterns change
through time, surface water depth is considered a surrogate
for overland flow wherever it exceeds the mobile water
depth of a given boundary value problem. Sections 5.1–5.4
describe the simulation results for each catchment, focusing
on the impacts (integrated and distributed) of removing
complexity from the individual boundary value problems
(see Table 3).

5.1. The C3 Reduced Case

[24] Since the InHM parameterization for the C3 base and
reduced cases is identical, the simulated hydrologic response
is the same for both scenarios. Discharge rises gradually as
cumulative rainfall increases, then rises more rapidly as
rainfall rates increase, approaching peak intensities (Figure 6,
output time B). Peak discharge occurs approximately 1 day
after peak rainfall intensity (Figure 6, output time C). Dis-
charge begins to fall gradually as high‐intensity rainfall
tapers off and continues dropping well after the cessation of
rainfall. Overall, discharge on the falling limb of the hydro-
graph decreases smoothly at roughly the average rate of
increase on the rising limb and levels off more than 4 days
after rainfall ceases (Figure 6, output time D).
[25] Exfiltration of subsurface stormflow along the road-

cut dominates the integrated response, with only minor

Notes to Table 4:
aThe values for gravitational acceleration, the density of water, and the dynamic viscosity of water were taken as 9.8m2 s−1, 1000 kgm−3, and 0.001138 kgm−1 s−1,

respectively.
bMaximum horizontal spacing.
cRange of vertical mesh spacing for each hydrogeologic unit, which increases with depth.
dNo subsoil 1 at CB; no subsoil 2 at C3 or TW.
eBoundary conditions: PPT, precipitation; CD, critical depth; RC, rating curve; IP, impermeable; RS, regional sink; RF, radiation flux; UG, unity gradient.
fCulvert.
gUpper weir.
hV notch weir.
iSoil water content and unsaturated hydraulic conductivity as functions of pressure head represented by van Genuchten curve shape parameters

[van Genuchten, 1980].
jRepresented by Manning’s n values.
kSee VanderKwaak [1999] and Ebel et al. [2009].

Table 5. Characteristics of the Individual Rainfall Events Selected for Illustrating the Impact of the Base Case Reductions

Catchment Event Start date
Total Depth

(mm)

Maximum
Intensity
(mm h−1)

Time to Maximum
Intensity

(h)

Storm
Duration

(h)

Time Since
Last Rain
(days)

C3 event 1a 27 Nov 1996 286 7.1 163 226 5
CB experiment 3b 27 May 1992 72 2.0 84 166 0.5
TW event 6ac 29 Sep 1996 19 2.8 44 70 2
R5 event 68d 29 Apr 1974 50 76.3 2 4 8

aMirus et al. [2007].
bEbel et al. [2007a].
cMirus et al. [2009a].
dHeppner et al. [2007].
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contributions from rainfall delivered to the continuously
saturated road surface (Figure 6, output times A–D). The
importance of the road in governing the integrated response
is revealed by the gradual decrease in surface water depth
along the roadcut after rainfall ceases, while the remainder of
the catchment is dry at the surface (Figure 6, output time D).
The Dunne mechanism occurs within the break in slope
in the lower portion of the hollow, where the convergence
of subsurface flow drives the water table to the surface
(Figure 6, output time B). Even during peak discharge,
Dunne overland flow remains localized within this small
area before it infiltrates farther downslope and does not
contribute directly to the integrated response (Figure 6,

output time C). The variable source area for Dunne overland
flow dissipates shortly after rainfall ceases and before dis-
charge recedes (Figure 6 output time D).
[26] Despite the spatially uniform soil depth, hydraulic

properties, and rainfall intensity, as well as the absence of
evapotranspiration and hysteretic water retention relation-
ships in the C3 base and reduced case scenarios, the InHM
simulation captures both the subsurface stormflow and
Dunne overland flow mechanisms.

5.2. The CB Reduced Case Conversion

[27] The differences between the CB base and reduced
cases include the spatial variability in soil depth and rainfall

Table 6. Characteristics of InHM Warm‐up Simulations

Catchment
Initial Total
Heada (%)

Initial Water
Depthb (mm)

Total Simulation
Duration (h)

Rainfall Characteristics

Start (h) Stop (h)
Intensity
(mm h−1)

C3 99.99 0.10 1839 920 1839 0.4c

CB 99.00 0.01 42 0 42 1.8
TW 99.50 0.10 48 0 22 1.8
R5 83.30 1.00 52 0.3 42 18.0

aTotal head values for subsurface nodes throughout domain assigned initial values equal to specified percentage of corresponding surface elevation.
bUniform initial depth assigned throughout catchment.
cMean intensity from variable precipitation rate [Mirus et al., 2007].

Figure 6. C3 base and reduced case simulated response for event 1 with hyetograph, hydrograph,
and snapshots of the surface water depths for selected output times.
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intensity, as well as the hysteretic water retention relation-
ships (Table 3). For the base case scenario, discharge rises
gradually after about a day of steady sprinkling and then
increases sharply after several more days of sprinkling
before leveling off to a low, near‐steady discharge for the
remainder of the experiment. Peak discharge for the base case
coincides with the cessation of the week‐long sprinkling
experiment (Figure 7, output time B). In contrast, the reduced
case does not produce surface runoff for the entirety of the
low‐intensity sprinkling event. The down‐gradient seepage
face is generated for the base case because the CB weir and
decreased thickness in the colluvium unit (Figure 3b) pro-
mote the exfiltration of subsurface stormflow. Exfiltration
occurs only when rainfall intensities and total depth are suf-
ficient to exceed leakage into the bedrock and lateral drainage
via subsurface stormflow, thereby locally elevating the per-
ched water table close to the surface just upslope of the weir.
While the averaged uniform soil depth for the CB reduced
case diminishes the conditions favoring seepage, the removal
of spatially variable rainfall is the primary reason for the lack
of surface runoff at the weir in the CB reduced case.
[28] The spatially variable rainfall intensities employed

for the reduced case are based on the 148 manual gauges
placed throughout the catchment (Table 2 and Figure 3a),
whereas the spatially uniform rainfall intensities employed
for the reduced case represent the mean rates captured by
three automated rain gauges (Tables 3 and 5). The manual
rain gauges were monitored roughly every 10 h, whereas the
automated rain gauges measured every 10 min. This prob-
lem of a space‐time trade‐off [see Loague, 1991] is further
complicated by comparison of the cumulative rainfall depth
estimated for the base case (250 mm) and reduced case
(72 mm). The difference between the automated and manual
gage totals is the result of wind‐driven undercatch of
sprinkling because of the elevated automated gage heights
[Ebel et al., 2007a]. Although the automated rain gauges

provide high temporal resolution, analysis of the manual
gauges leads to a more complete estimate of the total storm
depth. The simulated impact of the lower rainfall total and
the spatially uniform soil depth for the reduced case scenario
is to limit the perched water table rise enough to prevent the
development of a seepage face near the downstream
boundary (Figure 7, output time B).
[29] The barely detectable variations in shallow water

below the mobile water depth in the base case scenario (i.e.,
Figure 7, output time A) are due to the spatially variable
rainfall intensities (Figure 3c), which are eliminated for the
reduced case. The removal of hysteresis in the water retention
curve has a minor impact on simulated runoff response as
reported by Ebel et al. [2010]. In the CB reduced case con-
version, only the simplified characterization of rainfall is
sufficient to control the process threshold between entirely
subsurface stormflow versus subsurface stormflow becoming
surface runoff at the seepage face upslope of the weir.

5.3. The TW Reduced Case Conversion

[30] The differences between the TW base and reduced
cases include the spatial variability in soil depth and con-
sideration of evapotranspiration (Table 3). For both scenarios,
discharge starts gradually, approximately 5 h after rainfall
begins, and repeated bursts of low‐intensity rainfall maintain
a fluctuating, low discharge during the first 40 h. The elimi-
nation of evapotranspiration results in slightly greater dis-
charge for the reduced case since drainage is the only other
mechanism for removing water from the hillslopes between
rainfall bursts (Figure 8, output time A). With sustained
rainfall at moderately higher intensities, the hydrograph rises
sharply for both scenarios (Figure 8, output time B) and after
approximately 5 h reaches a peak discharge, which is slightly
higher for the reduced case (Figure 8, output time C), again
due to the absence of evapotranspiration. Discharge for both
scenarios drops sharply with decreasing rainfall intensities

Figure 7. CB base and reduced case simulated responses for experiment 3 with hyetograph, hydrograph,
and snapshots of the surface water depths for selected output times. Distributed snapshots for the reduced
case are indicated with a prime.
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and after 6 h of drainage begins to fall slowly, receding more
gradually than the rising limb of the hydrograph, and leveling
off approximately 20 h after peak discharge.
[31] For both the base and reduced case scenarios, surface

saturation develops along the convergent topography early
in the rainfall event (Figure 8, output time A). As cumulative
rainfall increases, saturation extends throughout the catch-
ment to maintain a large variable source area for Dunne
overland flow (Figure 8, output times B and C). Fluctuations

in discharge and surface runoff patterns reflect the temporal
variations in rainfall intensity, the impact of which is slightly
higher for the reduced case where evapotranspiration is
absent. Low rainfall intensities for event 6a (see Table 5)
promote infiltration over runoff, thereby limiting the depth
of overland flow. Exfiltration of subsurface flow in the
convergent topography combined with the accumulation of
Dunne overland flow contributes to steady runoff in the
main hollow, which is slightly deeper and extends farther

Figure 8. TW base and reduced case simulated responses for event 6a with hyetograph, hydrograph, and
snapshots of the surface water depths for selected output times. Distributed snapshots for the reduced case
are indicated with a prime.
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into the upper reaches of the catchment for the reduced case
during peak discharge (Figure 8, output time C). After
rainfall ceases, exfiltration sustains shallow overland flow
within the main hollow for both the base and reduced case
scenarios.
[32] Overall, the results illustrated in Figure 8 reveal that

both scenarios for TW are similar, which is indicative of the
moderate impact of evapotranspiration and the minor impact
of spatially variable soil depth. In the TW reduced case
conversion, the simplified representation of soil depth and
removal of evapotranspiration did not control the process
thresholds for Dunne overland flow.

5.4. The R5 Reduced Case Conversion

[33] The differences between the R5 base and reduced
cases include the spatial variability in infiltration capacity
and consideration of evapotranspiration (Table 3). The
simulation scenarios based on the R5 catchment employ
topography that is a by‐product of the construction of an
artificial berm designed to focus runoff through the weir and
a down‐gradient pond. The characteristics of the weir and
the topographic depression up gradient of the catchment
outlet (see Figure 5a) affect the natural drainage of both
surface and subsurface flows, which dictates the timing of
the integrated response relative to the distributed response
(Figure 9). The discharge reflects the depth of water above
the weir, which does not correspond directly to the surface
water depth patterns throughout the rest of the catchment
(i.e., Figure 9, output times B and C). The lag between peak
rainfall intensities and the onset of discharge at the weir for
both the base and reduced case scenarios is therefore a result
of this topographically enclosed depression, which must fill
with standing water prior to the outflow of surface runoff at
the downstream boundary (Figure 9, output time B).
[34] For the base case, the hydrograph begins to rise

gradually with the final pulse of high‐intensity rainfall

(Figure 9, output time B), and then discharge increases more
rapidly as the rainfall intensities subside. In contrast, the
onset of discharge for the reduced case is delayed until after
rainfall intensities subside when the hydrograph rises
sharply and continuously. The delay in discharge for the
reduced case relative to the base case is due to the spatially
uniform infiltration capacity, which eliminates several low‐
permeability patches, thereby delaying the onset of Horton
overland flow to the periods of very high intensity rainfall.
Conversely, the lack of high‐permeability areas reduces
overall infiltration, resulting in a higher peak discharge for
the reduced case compared to the base case; the gradual
decline on the receding limbs of the hydrographs is similar
for both scenarios (Figure 9, output times D and E).
[35] Early in event 68, there is no overland flow

throughout the catchment for either base or reduced case
scenarios, and some standing water remains in the weir pond
from the initial conditions warm‐up simulation (Figure 9,
output time A). Sustained rainfall at intensities greater than
the infiltration capacity generates surface ponding; the
Horton mechanism begins actively contributing to runoff
once this ponding exceeds the mobile water depth and
depression storage (see Table 4). For the base case, partial
source areas of Horton overland flow develop first in the
low‐permeability regions within the weir pond and the
surrounding topographically convergent areas (Figure 5b),
then gradually spread to cover much of the catchment as
rainfall intensities increase. For the reduced case, a spatially
uniform infiltration capacity results in a uniform threshold
for the Horton mechanism across the entire catchment
(50 mm h−1). In higher‐permeability regions of the base case,
near the drainage divides (Figure 5b), infiltration capacity
exceeds rainfall intensities for the duration of event 68,
which results in lower surface water depths relative to the
reduced case (Figure 9, output times B and C).
[36] For both the base and reduced cases, Horton overland

flow converges topographically, rapidly filling the weir

Figure 9. R5 base and reduced case simulated responses for event 68 with hyetograph, hydrograph, and
snapshots of the surface water depths for selected output times. Distributed snapshots for the reduced case
are indicated with a prime.
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pond, where continuous infiltration contributes to the rise
and lateral expansion of a locally perched water table on the
soil‐bedrock interface. The intersection of this zone of
perched saturation with the surface in topographically con-
vergent areas produces the variable source area for Dunne
overland flow (Figure 9, output times B–D). For both base
and reduced cases, expansion and contraction of the variable
source area is the result of temporal variations in the rainfall
intensity. Outside the topographically convergent areas,
overland flow remains slightly deeper for the reduced case as
rainfall intensities decrease because of the lack of evapo-
transpiration, which causes drying in the near surface for the
base case (Figure 9, output times C and D). After rainfall
ceases, the perched water table recedes gradually at roughly
the same rate for both cases, resulting in similar patterns of
concentrated runoff within the topographically convergent
areas (Figure 9, output times D and E).
[37] Overall, the results illustrated in Figure 9 reveal that

eliminating both evapotranspiration and spatial variability in
saturated hydraulic conductivity at the land surface has a
notable impact on the integrated and distributed hydrologic
responses. In terms of process representation, the Horton
and Dunne mechanisms are both important contributors to
runoff generation for the base and reduced case scenarios. In
the R5 reduced case conversion the simplified representation
of infiltration capacity and the removal of evapotranspira-
tion were not sufficient to exceed the process thresholds for
the occurrence of either Horton or Dunne overland flow.

6. Discussion

6.1. Impacts of Boundary Value Problem Complexity

[38] The results shown in Figures 6–9 reveal moderate
changes in discharge and runoff patterns when simplifying
to the reduced cases. Analysis of the simulation results
indicates that the dominant runoff generation processes
remain unchanged for each of the four base to reduced
case conversions. Table 7 summarizes the relative impacts of
the different boundary value problem characteristics on the
integrated response, distributed response, and the overall
runoff generation processes. The limited differences between
the simulated hydrologic response for the base and reduced
cases are not surprising given the relatively modest changes
in boundary value problem complexity (Table 3) and the
overwhelming information content retained in the reduced
case scenarios (Table 4).
[39] Of the characteristics listed in Table 7, those obser-

vational details with the greatest influence on simulated
runoff generation processes are the spatial variability in

three of the first‐order controls on near‐surface hydrologic
response: (1) rainfall (CB), (2) hydraulic conductivity (R5),
and (3) soil depth (CB and TW). These results echo previous
studies focused on the hydrologic response impacts of spatial
variability in rainfall intensity [e.g., Ebel et al., 2007a], soil
hydraulic properties [e.g., Merz and Plate, 1997], and depth
to bedrock [e.g., Tromp‐van Meerveld and McDonnell,
2006].
[40] The most obvious change in simulated response

resulting from the conversions is the absence of the
seepage face and surface runoff for the CB reduced case,
which is primarily a result of the lower total rainfall depth.
The lower total rainfall depth estimated using the mean
from three automated tipping bucket rain gauges at CB
(relative to the 148 manual rain gauges) highlights the
challenges in obtaining reliable estimates of rainfall using
point measurements [Sieck et al., 2007]. Despite disparate
estimates of total rainfall depth, the identical parameteriza-
tions of the hydrogeologic units for the CB base and reduced
cases promotes subsurface stormflow through the high‐
permeability colluvium as the dominant mechanism for
both cases. For scenarios with lower‐permeability surface
units than CB, the impact of the spatial variability in
rainfall intensity (i.e., the barely detectable variations in
shallow water depths for the CB base case) would likely
have an important control on the Horton overland flow
mechanism.
[41] The removal of spatially variable soil depth for the

CB reduced case has a moderate, but lesser, impact on the
integrated and distributed response than the rainfall char-
acterization. In contrast to this moderate impact in the CB
conversion, removing the relatively minor spatial variability
in soil depth for TW has a negligible impact on the simulated
hydrologic response in the reduced case. The discrepancy
between the impacts of soil depth on the reduced case for CB
compared to TW illustrates that the influence of soil depth on
runoff generation is slope dependent and related to the
dominant hydrologic response mechanism. The combination
of soil depth, slope, and hydraulic properties affects the rel-
ative importance of Dunne overland flow and subsurface
stormflow (see Figure 1). Soil depth influences unsaturated
zone storage, which controls the Dunne mechanism. Slope
and hydraulic conductivity dictate the rate at which the near‐
surface hydrogeologic units drain, which controls subsurface
stormflow. The initial conditions warm‐up simulation pro-
tocol employed for CB and TW were similar (Table 6), but
the lower slope at TW (Table 1) results in slower drainage,
which limits the importance of soil depth for the TW reduced
case conversion. Spatial variations in soil depth influence the

Table 7. Relative Impact of the Boundary Value Problem Characteristics on Simulated Hydrologic Response

Boundary Value Problem Characteristic

Hydrologic Response Impact

Discharge Hydrograph Runoff Pattern
Runoff Generation

Mechanism

Rainfall, spatially variable moderate moderate none
Hydraulic conductivity, spatially variable moderate moderate none
Soil depth, spatially variable minor to moderatea minor to moderatea none
Evapotranspiration none to moderateb none to moderateb none
Water retention curve, hysteretic minor nonec none

aSlope‐dependent impact.
bRainfall intensity‐dependent impact.
cRunoff patterns are unaffected; impacts on subsurface pore pressure dynamics are discussed by Ebel et al. [2010].
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occurrence of overland flow when drainage rates are high
(e.g., CB), and the initial unsaturated storage conditions exert
a stronger control on overland flow when drainage rates are
slow (e.g., TW). The topographic controls on the threshold
between subsurface stormflow and Dunne overland flow are
also illustrated by the C3 reduced case, where subsurface
stormflow dominates and Dunne overland flow occurs only
within the break in slope (Figure 5). These examples
suggest that detailed characterization of soil depth is more
important where slopes are steep and that characterizing the
initial conditions is more important on gentler slopes.
[42] Another substantial change in simulated response

highlighted by the reduction of the base cases is the increased
contribution of the Hortonmechanism in the R5 reduced case.
Comparison of the R5 base and reduced cases demonstrates
that for the given rainfall event, the development of partial
source areas for Horton overland flow are sensitive to order‐
of‐magnitude variations in saturated hydraulic conductivity
at the surface. However, because variations in saturated
hydraulic conductivity do not strongly affect unsaturated
zone storage dynamics for the gently sloping R5 topography
(Figure 5), the contributions of Dunne overland flow to the
integrated and distributed response remain largely unaffected
by the base case reduction. Despite substantial temporal
variations in rainfall intensity for R5 event 68, the average
saturated hydraulic conductivity value employed for the R5
reduced case results in a reasonable representation of the base
case hydrologic response processes. Although the R5 reduced
case employs homogenous topsoil saturated hydraulic con-
ductivity, the average uniform value was selected on the basis
of information from 247 measurements. A single measure-
ment of infiltration capacity is unlikely to provide a reason-
able estimate for adequate simulated process representation of
Horton overland flow.
[43] The exclusion of evapotranspiration has a variable

impact on the simulated hydrologic response, displaying a
moderate impact on the base to reduced case conversion for
TW and a relatively minor impact for R5. The variability
between the impacts for the TW and R5 base to reduced case
conversions is due to the difference in the relative magnitude
between potential evapotranspiration and rainfall character-
istics for the two events. R5 event 68 is a short, high‐intensity
storm (Table 5), where the primary influence of evapotrans-
piration is on the initial infiltration capacity, which has a
negligible impact on the onset of Horton overland flow
because of the low ratio of topsoil saturated hydraulic con-
ductivity to rainfall intensity. TW event 6a is a long, low‐
intensity storm (Table 5), where the primary influence of
evapotranspiration is on increasing the available unsaturated
zone storage between bursts of rainfall, which has a notable
impact on the onset of Dunne overland flow. These unsatu-
rated zone dynamics also explain why evapotranspiration has
a greater impact than the spatial variability in soil depth on the
TW base case reduction. Although evapotranspiration was
not considered in the development of the C3 and CB base
cases, nonhysteretic and hysteretic water retention curves
were measured at the two catchments, respectively. These
characteristic curves also impact the unsaturated zone storage
dynamics between rainfall events. Whereas the hysteretic
water retention curve influences the timing of the rising and
falling limb of the hydrograph, it does not impact the domi-
nance of subsurface stormflow for the relatively uniform
experiment 3 sprinkling intensities at CB (Figure 7).

[44] Overall, examination of the simulation results from
the base and reduced cases provides some insights into the
utility of different types of observational detail for different
environmental conditions and runoff generation mechan-
isms. In particular, the C3 scenario(s) demonstrate that the
measurements of integrated response (i.e., total discharge)
do not alone capture all the important processes. The C3,
CB, TW, and R5 scenarios collectively demonstrate that
some measure of the distributed water table response within
topographically convergent areas (e.g., piezometer) is needed
to identify the onset of the Dunne overland flow mechanism.
The CB scenarios demonstrate that for very steep catchments,
dominated by subsurface stormflow, accurate characteriza-
tion of the average intensity and total rainfall depth are crucial
for identifying the thresholds between subsurface stormflow
and seepage that produces surface runoff. This suggests that
the spatial extent of channel networks in subsurface storm-
flow–dominated systems is highly sensitive to the total depth
of individual storms and the average rainfall intensity relative
to the percolation leaking into the underlying unsaturated
bedrock. The TW scenarios demonstrate that magnitudes of
both rainfall intensity and evapotranspiration are important
for quantifying the discharge and variable source area
dynamics. The R5 scenarios demonstrate that a representative
value of topsoil saturated hydraulic conductivity, in combi-
nation with accurate rainfall intensity measurements, is
needed to identify the Horton overland flow mechanism. The
C3, CB, TW, and R5 scenarios collectively demonstrate that
the importance of unsaturated zone dynamics on different
runoff generation mechanisms can vary on the basis of
topography.

6.2. Strengths, Limitations, and Uncertainty

[45] The simulation results in Figures 6–9 demonstrate the
capability of comprehensive physics‐based models for
examining distributed hydrologic response at high spatial and
temporal resolutions. Using the high‐resolution distributed
response for the base case reductions, we confront one of the
many challenges associated with applying distributed phys-
ics‐based models across different environmental conditions:
the variations between catchment‐scale data sets available
for model parameterization and evaluation. The problem of
incommensurability [Beven, 1989] remains another major
challenge to model parameterization and evaluation.Whereas
field measurements of hydrologic state variables are often
based on a support volume of several cubic centimeters, the
sizes of model elements to which parameter values must be
assigned in hydrologic models are typically on the order of a
few cubic meters. Attempts to overcome this limitation are
often based upon effective parameter values that compensate
for sub‐grid‐scale heterogeneities and can be applied uni-
formly to different hydrogeologic units of a given model
boundary value problem [Vereecken et al., 2007]. This type
of simplified conceptual model of heterogeneity can lead to
mixed results for simulating observed moisture dynamics in
soils with different degrees of pedogenic development and
soil structure [Mirus et al., 2009b]. The relatively minimal
changes in the base case reductions presented in this study
suggest that at the catchment scale, effective parameter values
can provide a useful approach for employing a sophisticated
physics‐based model to examine the fundamental controls on
runoff generation.
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[46] A significant advantage of physics‐based simulation
related to data availability is that realistic parameter values
can be independently constrained by direct measurements.
These physical constraints on model parameterization facil-
itate a direct comparison between the sensitivity of simulated
hydrologic response and simplifications in boundary value
problem complexity with other sources of measurement
uncertainty. To place the impact of the base case reductions

presented in this study in the broader context of other para-
meterizations of InHM, we present alternative simulation
scenarios developed through perturbations of the R5 reduced
case boundary value problem. The R5 boundary value
problem was selected because the base case reduction results
in a notable change in simulated hydrologic response relative
to the other cases and exhibits both Horton and Dunne
overland flow mechanisms. Figure 10 shows simulation

Figure 10. Simulated hydrologic response for R5 event 68 for the base case, reduced case (indicate by a
prime), and cases 1, 2, and 3 with perturbed values of the van Genuchten [1980] parameters a and b.

MIRUS ET AL.: CAPTURING DISTRIBUTED RAINFALL‐RUNOFF DYNAMICS W00H10W00H10

15 of 18



results for the R5 base and reduced cases compared to three
cases where the van Genuchten [1980] parameters a and b
are perturbed. The perturbations represent modest changes
in characteristic curve shapes that are well within the physi-
cally reasonable limits defined by the four boundary value
problems described in Table 4. Examination of Figure 10
reveals that despite these minor changes, the impact on run-
off response for the R5 rainfall event 68 (Table 5) is sub-
stantial compared to the impact of the base case reductions.
In case 1, the characteristic curve sufficiently changes the
unsaturated storage dynamics to prevent the occurrence of
overland flow entirely. Case 2 illustrates that fractional
changes in a and b have a comparable impact on hydro-
logic response to the base case reduction. In case 3 the
characteristic curves are sufficiently perturbed to increase
both the Dunne and Horton overland flow response.
[47] The previous analyses have established the hydro-

logic realism of the individual base cases [VanderKwaak
and Loague, 2001; Loague et al., 2005; Ebel and Loague,
2006; Mirus et al., 2007; Ebel et al., 2007a, 2007b, 2008;
Heppner et al., 2007; Mirus et al., 2009a], but the com-
plexity of each boundary value problem reflects the different
types of information used in model parameterization and
performance evaluation (see Table 2). When establishing the
original base case boundary value problems, a few piezo-
meters at R5 would have been useful at the expense of several
of the 247 of infiltration experiments (see Table 2). The
differences in observational detail expressed in the four
boundary value problems was an impediment to cross com-
parison of simulation results, which provided the motivation
for developing the reduced cases presented herein.
[48] The sensitivity of simulated hydrologic response to,

for example, saturated hydraulic conductivity is well under-
stood for individual places or scenarios [e.g., Loague, 1988;
Binley et al., 1989a, 1989b; VanderKwaak and Loague,
2001]. In contrast, comparing the sensitivity of simulated
runoff response to changes in hydraulic conductivity for the
R5 and TW base cases is an insurmountable task when the
soil depth for R5 is uniform and the hydraulic conductivity is
spatially variable and vice versa for TW. The three additional
cases in Figure 10 merely scratch the surface in demonstrating
the potential utility of the generic reduced case scenarios for
further concept development. With the same level of boundary
value problem complexity, the reduced case boundary value
problems can facilitate a cross comparison of the type of sen-
sitivity analysis presented in Figure 10 within a physically
realistic parameter space. Future work should explore the rel-
ative controls on runoff generation across the environmental
conditions illustrated in Figure 1 by systematically perturbing
the parameters listed in Table 4 for each of four reduced case
boundary value problems.

7. Summary: Establishing a Baseline for Concept
Development Simulations

[49] This work begins to consider how the disparities
between catchment‐scale data sets impact boundary value
problem complexity for a comprehensive physics‐based
model and evaluates the corresponding influence on simu-
lated hydrologic response. One important conclusion dem-
onstrated by the reduced scenarios is that the sensitivity of
simulations to the removal of heterogeneity differs depending
on the environmental conditions (i.e., climate and topogra-

phy). The four base case reductions presented here support
the hypothesis that the removal of the differing levels of
observational detail does not fundamentally alter the simu-
lated runoff generation processes. Further simplifications to
the four reduced cases are possible but are beyond the scope
of this work, which focuses on generalized surface runoff
patterns and process representation in first‐order catchments
for individual events. The implications of this work should
not be extrapolated beyond these areas without further
investigation. For example, simulation‐based investigations
of soil water–plant dynamics or contaminant transport should
obviously include explicit consideration of evapotranspira-
tion and heterogeneity in hydraulic conductivity, respec-
tively. Unlike the base cases, the reduced case scenarios are
not intended to emulate real systems, but rather to represent
fundamental response types. Because their parameterizations
are physically realistic, the simulated response for each
reduced case scenario represents one possible set of dominant
runoff generation processes that may occur at different times
or places within real systems.
[50] The four reduced case scenarios establish a baseline

level of boundary value problem complexity for further
concept development simulations aimed at quantitatively
characterizing the controls on runoff generation processes.
The common level of complexity shared by the four reduced
cases provides an unbiased starting point for cross com-
parison between simulations over a range of environmental
conditions where different mechanisms may dominate
(Figure 1). Improved quantitative understanding of the con-
trols on the runoff generation mechanisms illustrated in
Figure 1 is necessary for the appropriate selection of simpler,
single‐process models for applications in the decision‐
making and management arena. The reduced cases dem-
onstrate that physics‐based distributed models could be
employed to improve fundamental understanding of controls
on runoff generation processes without overly extensive
representation of heterogeneities observed in the field.
Furthermore, concept development simulations similar to
those presented herein can be useful for determining data
worth and designing networks for long‐term monitoring of
hydrologic response.
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