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AÝ Ö�Ùã Ê¥ a broader study to better understand the eco-

logically sensitive habitat of the Mojave Desert, a series of 

fi eld experiments in the Mojave National Preserve has examined 

undisturbed alluvial deposits of diff ering ages and their associated 

soil hydraulic properties (Nimmo et al., 2009). Extensive geologic 

mapping for the region (Miller et al., 2009), along with a set of 

transfer functions relating deposit age to soil hydraulic properties, 

is expected to facilitate future development of a regional-scale 

model, based on Richards’ equation, of unsaturated-zone dynam-

ics within the near surface. Such a model requires that soil water 

retention curves and unsaturated hydraulic conductivities be 

assigned for each hydrogeologic unit. Using the available data, a 

framework was needed to determine the appropriate parameter 

values and assign their spatial distribution based on soil age.

Th e objective of the work presented here was to use inverse 

modeling techniques to estimate eff ective parameter values of soil 

hydraulic properties for three alluvial deposits of contrasting age 

examined by Nimmo et al. (2009). Th e variably saturated fl ow 

model VS2D (Lappala et al., 1987; Hsieh et al., 2000) was used 

in conjunction with the universal inverse code UCODE_2005 

(Poeter et al., 2005) to explicitly account for the eff ects of soil 

layering and antecedent moisture on lateral spreading during 

ponded infi ltration. A secondary objective of the inverse model-

ing was to improve understanding of how soil age infl uences 

soil hydraulic properties in the Mojave Desert in the context of 

plans to develop a regional-scale model of soil moisture dynamics. 

Related to this long-term goal of the Mojave work, the primary 

question addressed here is whether the restrictive assumptions and 

simplifi cations necessary for a regional-scale model still allow an 

approach based on Richards’ equation to mimic the ecologically 

important unsaturated fl ow observed in the fi eld for diff erent soil 

ages with varied degrees of pedogenic development.

Th e fundamentals of soil–plant–water relations intrinsically 

emphasize meter and submeter scales, whereas modeling for land 

use management purposes requires attention to kilometer scales 

and greater. Th is study focused on bridging these disparate scales 

through a possible correlation of eff ective soil hydraulic properties 

with soil developmental classifi cations that can be mapped at an 

intermediate scale.

Measuring Soil Hydraulic ProperƟ es
Although laboratory measurements using core samples are 

potentially the most accurate determinations of water-retention 

curves and unsaturated conductivity, these methods present certain 

problems, including: (i) disparity between scales of measurement 

and modeling, (ii) diffi  culty in sampling unconsolidated sediments 
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To understand their relaƟ on to pedogenic development, soil hydraulic properƟ es in the Mojave Desert were invesƟ -
gated for three deposit types: (i) recently deposited sediments in an acƟ ve wash, (ii) a soil of early Holocene age, and 
(iii) a highly developed soil of late Pleistocene age. Eff ecƟ ve parameter values were esƟ mated for a simplifi ed model 
based on Richards’ equaƟ on using a fl ow simulator (VS2D), an inverse algorithm (UCODE_2005), and matric pressure 
and water content data from three ponded infi ltraƟ on experiments. The inverse problem framework was designed to 
account for the eff ects of subsurface lateral spreading of infi ltrated water. Although none of the inverse problems con-
verged on a unique, best-fi t parameter set, a minimum standard error of regression was reached for each deposit type. 
Parameter sets from the numerous inversions that reached the minimum error were used to develop probability dis-
tribuƟ ons for each parameter and deposit type. Electrical resistance imaging obtained for two of the three infi ltraƟ on 
experiments was used to independently test fl ow model performance. SimulaƟ ons for the acƟ ve wash and Holocene 
soil successfully depicted the lateral and verƟ cal fl uxes. SimulaƟ ons of the more pedogenically developed Pleistocene 
soil did not adequately replicate the observed fl ow processes, which would require a more complex conceptual model 
to include smaller scale heterogeneiƟ es. The inverse-modeling results, however, indicate that with increasing age, the 
steep slope of the soil water retenƟ on curve shiŌ s toward more negaƟ ve matric pressures. Assigning eff ecƟ ve soil 
hydraulic properƟ es based on soil age provides a promising framework for future development of regional-scale mod-
els of soil moisture dynamics in arid environments for land-management applicaƟ ons.
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without altering soil structure, and (iii) access limitations or sam-

pling restrictions to sites in protected or sensitive areas. Field 

infi ltration and redistribution experiments are usually based on 

a larger eff ective sample size and are therefore preferred for deter-

mining the eff ective properties for a regional-scale model. Ponded 

infi ltration experiments were chosen for this study because they are 

easy to control and monitor, and yield data relevant at soil water 

contents all the way up through fi eld saturation.

Th e widely applied instantaneous-profi le method for fi eld 

determination of soil hydraulic properties (Rose et al., 1965; 

Vachaud and Dane, 2002; Nimmo and Perkins, 2008) is more 

suitable for application to plot scales and larger. Th e method 

assumes uniform, one-dimensional, downward percolation 

through a homogeneous porous medium and applies Darcy’s 

law to compute water retention and unsaturated conductivity 

curves using soil water content and matric pressure data associ-

ated with infi ltration and redistribution from ponded infi ltration. 

A drawback to this method is that the assumption of vertical 

fl ow requires measurements directly below the area of infi ltra-

tion, normally (if probes are installed vertically) with disruption 

of the natural layering and structure of the soil being studied. 

Because of the fi nite pond size used with infi ltration experiments, 

more lateral spreading is likely than under natural infi ltration 

conditions. Although lateral spreading during ponded infi ltra-

tion experiments has been well documented (e.g., Glass et al., 

2005), subsurface measurements of lateral spreading are typically 

not made, and it is either ignored or estimated implicitly in the 

formulas used to calculate soil hydraulic properties.

Analytical solutions can account for spreading (e.g., Reynolds 

and Elrick, 1990; Nimmo et al., 2008), but must assume some 

uniform subsurface response that is potentially quite diff erent 

from the actual response in a heterogeneous natural system. 

Adjusting the experimental setup to reduce the eff ect of lateral 

losses during ponded infi ltration is generally not completely 

eff ective: installing vertical barriers and increasing the area of 

infi ltration may be genuinely helpful, but the degree and timing 

of the spreading depends on the soil structure, heterogeneity, and 

antecedent moisture. For this study, the eff ects of lateral spreading 

inherent to ponded infi ltration experiments were addressed by 

estimating eff ective anisotropies based on soil age.

Eff ective parameters facilitate quantifi cation of vadose zone 

fl uxes at a scale relevant to the objectives of the given model-

ing study while still accounting for the eff ects of heterogeneities 

at smaller scales than those resolved in the conceptual model 

(Vereecken et al., 2007). Eff ective anisotropy includes the infl u-

ence of multiple thin soil layers that are not considered explicitly 

in the fl ow model yet have an eff ect on lateral fl uxes within the 

system being modeled. Previous studies have investigated the 

eff ective anisotropy of unsaturated soils in relation to layering and 

antecedent soil water content (e.g., Mualem, 1984; Stephens and 

Heermann, 1988; Yeh et al., 2005). Th e relation between soil age 

and the development of well-defi ned soil horizons for the Mojave 

site has been characterized by Nimmo et al. (2009).

Th e fully three-dimensional eff ects of lateral spreading are 

diffi  cult to assess in heterogeneous, anisotropic soils using tradi-

tional fi eld measurements (e.g., tensiometers for matric pressure 

and dielectric-constant probes for water content) because the 

small support volume of most probes requires that a large number 

of them be installed to accurately quantify spreading. With the 

recent application of geophysical methods such as electrical 

resistivity, it is possible to observe unsaturated zone processes 

in multiple dimensions with better spatial resolution than can 

be achieved with a limited number of probes (e.g., al Hagrey 

and Michaelsen, 1999; Binley et al., 2001; Zhou et al., 2001; 

Robinson et al., 2003, 2008).

Each of the three soils considered in this study display 

fundamentally diff erent structures due to varying degrees of 

pedogenesis, and the infi ltration experiments for each soil were 

made under diff erent initial moisture states (Nimmo et al., 2009). 

Accounting for the eff ect of lateral fl uxes equally for the three 

soils therefore required explicit consideration of the spreading 

with a variety of subsurface measurements in multiple dimensions. 

Explicit inclusion of the horizontal and vertical dimensions also 

has practical value in fi eld experiments like those of Nimmo et 

al. (2009) because the measured data correspond to an inherently 

multidimensional fl ow situation.

Inverse Modeling
Inverse modeling provides the necessary framework for incor-

porating multidimensional subsurface response data from a variety 

of measurement techniques (i.e., geophysical and traditional point 

measurements) into calculations of eff ective soil hydraulic properties 

(e.g., Vrugt et al., 2002; Binley and Beven, 2003). When applied to 

data obtained directly at the scale of interest, inverse modeling can 

help circumvent many of the issues associated with conventional 

upscaling methods (Vrugt et al., 2008). Th e underlying concept 

of inverse modeling is the iterative adjustment of parameters for a 

given process model to optimize an objective function. Th e iterative 

adjustments typically occur through an automated procedure. Th e 

objective function refl ects some measure of fi t between observed 

data and their simulated equivalents. Th e uniqueness of soil hydrau-

lic properties determined via inverse modeling is contingent on the 

inclusion of both matric pressure and soil water content data in the 

objective function (Zhang et al., 2003). Given that both inverse 

modeling and the instantaneous profi le method require matric pres-

sure and soil water content data, inverse modeling provides a way to 

overcome the many limitations of the instantaneous profi le method, 

such as its fundamental one-dimensionality.

Advances in computing power have facilitated an increase 

in the application of inverse techniques for parameter estimation 

of soil hydraulic properties in the vadose zone. Previous inves-

tigations have applied inverse modeling to a variety of topics 

in vadose-zone hydrology, including for example: the eff ect of 

time-domain refl ectometry (TDR) sample volume on estima-

tion of soil hydraulic properties (Schwartz and Evett, 2003); 

alternate parametric representations of the soil water retention 

curves (Bitterlich et al., 2004; Lambot et al., 2004); comparison 

of laboratory-measured vs. inverse-modeled parameters from 

fi eld experiments (Schwärtzel et al., 2006); multiobjective inverse 

modeling for hydraulic properties of layered soils (Mertens et 

al., 2006); and identifi ability of parameters for a dual-permea-

bility model (Kohne et al., 2005). Inverse modeling studies of 

vadose-zone processes often use one-dimensional fl ow models and 

data derived from soil cores or small-scale column experiments, 

although some studies have considered the importance of multi-

dimensional fl ow in the fi eld. Ward and Zhang (2007) addressed 

anisotropy and the spatial variability of soil hydraulic proper-

ties for an experimental plot. Yeh et al. (2005) investigated the 
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three-dimensional nature of anisotropy in natural soils. Reviews 

by Hopmans and Šimůnek (1999) and Hopmans et al. (2002b) 

have described the general theory and process of inverse model-

ing in the vadose zone, while Vrugt et al. (2008) have provided 

an update of recent progress in inverse techniques and promising 

approaches, as well as persistent challenges.

UƟ lity of Eff ecƟ ve Soil Hydraulic ProperƟ es
Although diff usive fl ow appears to dominate for the ponded 

infi ltration experiments considered in this study, Nimmo et al. 

(2009) also observed saturation overshoot and evidence for pref-

erential fl ow that cannot be completely accounted for by a model 

based solely on the Darcy–Buckingham–Richards formulation 

of unsaturated-fl ow theory. Saturation overshoot occurs when 

the soil water content at a wetting front temporarily exceeds the 

quasi-steady water content sustained behind the wetting front by 

continuation of the applied water fl ux (Stonestrom and Akstin, 

1994; DiCarlo, 2004; Nimmo et al., 2009). Besides these anoma-

lous fl ow phenomena, a major obstacle to accurately matching 

point measurements in highly heterogeneous fi eld sites—like 

those considered in this study—with simulations based on 

Richards’ equation is acquiring suffi  cient data to characterize the 

spatial variations in the porous media properties, particularly in 

the horizontal direction. Although it is clear that horizontal het-

erogeneity aff ected the observed probe responses for all three soils 

considered in this study (Nimmo et al., 2009), no data exist to 

quantitatively characterize such variability.

Numerical simulations based on Richards’ equation and other 

relatively simple approaches are routinely applied to situations that 

are fundamentally more complex than the data intrinsically repre-

sent (e.g., Baveye et al., 2002; Hopmans et al., 2002a; Pachepsky 

et al., 2006). Th e objectives of any modeling study defi ne the scales 

of interest, which in turn dictate the level of heterogeneity that 

is explicitly represented vs. that which must be accounted for by 

eff ective parameters of the model (Vereecken et al., 2007). Indeed, 

any distributed model should be used with the understanding that 

(i) the model quantifi es a subset of the known phenomena, (ii) the 

model parameters are assigned eff ective values across a defi ned sup-

port volume, and (iii) the results must be considered as an eff ective 

representation of more complex processes. For example, in the con-

text of this study, a saturated hydraulic conductivity determined by 

inverse modeling is a parameter value selected on the criterion that 

it allows an inherently oversimplifi ed fl ow model of the infi ltration 

experiment to most closely match the observed results. Th us, the 

criterion for justifying (or rejecting) an approach based on Richards’ 

equation is not its formal physical validity but rather whether its 

results can provide an adequate and useful quantitative descrip-

tion of the natural fl ow processes, including those not formally 

represented in the model (National Research Council, 2001, p. 31). 

Th is study included a comparative test based on this criterion that 

compared inverse modeling results with an independent set of elec-

trical resistance imaging (ERI) data. With the understanding that 

the model applied cannot fully represent the physical situations 

modeled, simulation results were then judged on the basis of their 

adequacy to make predictions useful for the purpose at hand.

Materials and Methods
Th ree ponded infi ltration experiments were performed in 

the Mojave National Preserve (Nimmo et al., 2009) at locations 

selected to represent the range of observed pedogenic develop-

ment for the Mojave Desert: (i) recently deposited sediments in 

an active wash, (ii) a soil of early Holocene age, and (iii) a highly 

developed soil of late Pleistocene age. For all three experiments, 

a 1.0-m-diameter circular concrete ring was cast in place to seal 

it to the soil and confi ne the infi ltration area. Sustained ponding 

through regular application of water maintained a relatively con-

stant head for approximately 2.5 h (Table 1). Th e estimation of 

eff ective soil hydraulic properties with inverse modeling presented 

here used the volumetric measurements of applied water and the 

response data from a multidimensional array of tensiometers and 

dielectric-constant probes during infi ltration and redistribution. 

Electrical resistance imaging during infi ltration and redistribution, 

and core samples from various depths adjacent to the infi ltration 

experiments, were not available for all three soils. Electrical resis-

tance imaging for the active wash deposits and Pleistocene soil and 

core-sample data for the active wash and Holocene soil were used 

as a qualitative comparison against the results but were not consid-

ered explicitly in the inverse modeling. Th e variety in the types of 

data available for this study provided a robust foundation for both 

parameter optimization and the evaluation of modeling results.

Numerical Models
Th e fl ow model VS2D (Lappala et al., 1987; Hsieh et al., 

2000) was selected for its ability to simulate variably saturated 

subsurface flow in multiple dimensions. The VS2D model 

solves the two-dimensional approximation of Richards’ equation 

through time using the fi nite-diff erence method and is capable 

of solving systems in radial coordinates, thus allowing a quasi-

three-dimensional representation of a system (assuming angular 

symmetry). Th e heat and solute transport capabilities of VS2D 

were not applied in this study. Th e VS2D code allows selec-

tion of several parametric representations of the water-retention 

curve (i.e., Brooks and Corey, Haverkamp, and van Genuchten), 

but it was modifi ed for this study to incorporate the Rossi and 

Nimmo (1994) junction model (R. Healy, written communica-

tion, 2006), which provides a more realistic relation in the dry 

range. Th e water retention and hydraulic conductivity relation 

used in VS2D is based on Mualem (1976). An added advantage 

of VS2D is that it can be easily integrated with the widely avail-

able universal inverse code UCODE_2005 (Poeter et al., 2005). 

Th e UCODE_2005 (henceforth referred to simply as UCODE) 

was used for sensitivity analysis and parameter estimation.

Th e modifi ed Rossi and Nimmo (1994) version of VS2D 

has six physical parameters for each hydrogeologic unit: eff ective 

porosity, ne (m
3 m−3), horizontal saturated hydraulic conductiv-

ity, Kh (m s−1), anisotropy ratio, Kz/Kh (dimensionless), specifi c 

storage, Ss (m
−1), and the two Rossi–Nimmo parameters, the 

matric-pressure scaling factor ψo (m water) and the curve-shape 

parameter λ (dimensionless). For this study, soil water content 

was set to zero at a matric pressure of −105 m water (Ross et 

al., 1991; Rossi and Nimmo, 1994) and specifi c storage was set 

equal to zero.

Flow Model Scenarios
Th e conceptual model of fl ow was represented by three VS2D 

scenarios—one for each infi ltration experiment. Th e scenarios 

were designed to minimize boundary eff ects and computational 

expense of the simulations while still representing the relevant 
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features of the natural system and realistic wetting front propaga-

tion. For consistency, a number of characteristics were common 

to all simulation scenarios, each of which (i) solved Richards’ 

equation in cylindrical coordinates, with angular symmetry cen-

tered at the middle of the infi ltration ring, (ii) utilized an adaptive 

time step, with output times corresponding to probe and ERI 

sampling intervals, (iii) had domain dimensions of 2.0-m depth 

and 5.0-m radius (Fig. 1), (iv) used the same fi nite-diff erence 

mesh spacing with variable vertical and horizontal discretization 

ranging from 0.01 by 0.01 m in the near surface underneath the 

infi ltration zone to 0.04 by 0.10 m at depth near the outer edges 

of the domain (Fig. 1a), and (v) shared the same boundary condi-

tions of no-fl ow sides, a seepage face along the base, an applied 

fl ux across the infi ltration zone for the duration of the infi ltration 

experiment (Table 1), and a no-fl ow boundary across the rest of 

the surface (Fig. 1).

Th e applied fl ux boundary condition was used instead of a 

constant head because the volumetric fl ux applied was known 

more precisely than the level in the infi ltration pond (Nimmo et 

al., 2009). Additionally, an applied fl ux is advantageous because 

it ensures an exact mass balance, regardless of the accuracy of the 

inverse modeling. Although the measured infi ltration rates for the 

three experiments fl uctuated slightly through time (Nimmo et al., 

2009), the variability was minor and the assumption of a constant 

rate of applied fl ux for the duration of infi ltration was accept-

able. Th e constant rate applied in each scenario was set equal to 

the mean observed infi ltration rate for the experiment (Table 1), 

which assumes immediate steady infi l-

tration and ignores the falling head 

at the end of infi ltration. Immediate 

application of the mean infiltration 

rate is justifi able because the sampling 

interval of the probes (600 s) was longer 

than the time to reach steady infi ltra-

tion for all three experiments. It should 

also be noted that prior VS2D simula-

tions across a feasible parameter range 

confi rmed that the depth and width of 

the fi nite diff erence meshes were suffi  -

ciently large to eliminate eff ects of the 

bottom and side boundary conditions 

on wetting front propagation.

Th e complexity of the conceptual 

fl ow models was restricted by both data 

availability and the need to maintain 

appropriate parsimony of the inverse 

problem (Hill and Tiedeman, 2007). 

Th e domain of each VS2D scenario was 

divided into upper and lower hydro-

geologic units (Fig. 1). Although several 

layers were visible within all three soil 

ages (Nimmo et al., 2009), the defi ni-

tion of two hydrogeologic units for the 

conceptual model of fl ow emphasizes 

the sharpest textural contrast between 

layers observed at each experiment loca-

tion. Th e inverse-estimated parameters 

will ultimately be applied to a regional-

scale model of soil moisture dynamics, 

which, due to computational expense, would also represent com-

plex soil horizons as two-layer systems of uniform thickness.

Defi ning the ObjecƟ ve FuncƟ on
For each scenario, UCODE automated a series of forward 

runs for the fl ow model and compared fi eld observations with 

their simulated equivalents at every iteration to minimize the 

objective function:

( ) ( ) 2

1

n

i i i
i

O P w o s P
=

⎡ ⎤= −⎣ ⎦∑  [1]

where P is the set of forward-model parameters, oi are the 

observed values and si the corresponding values simulated with 

parameter set P, n is the total number of observations, and wi 

are the weights associated with observations oi. With each itera-

tion, UCODE calculates the sensitivities of simulated data to 

the model parameters by perturbing parameters individually in 

a series of forward runs, one for each parameter, and then adjusts 

the parameter values from the previous iteration and updates the 

objective function. Th e UCODE terminates when the best-fi t 

parameter set is reached, as determined by the user-defi ned con-

vergence criteria. Th e UCODE default convergence criteria are 

met when, for two sequential iterations, each parameter in set P 

changes in magnitude by <1%.

Th e fi eld data (Nimmo et al., 2009) used to inform Eq. [1] 

were matric pressures from tensiometers and water contents from 

two types of dielectric-constant probes: (i) TDR waveguide pairs 

T��½� 1. CharacterizaƟ on of the VS2D simulaƟ on scenarios, including applied fl ux boundary condi-
Ɵ on, fi xed parameters, iniƟ al condiƟ ons, and inverse-esƟ mated mean eff ecƟ ve parameter values.

Parameter AcƟ ve wash Holocene soil Pleistocene soil

Applied fl ux†
 Rate, m s−1 2.20 × 10−4 1.25 × 10−4 4.78 × 10−5

 DuraƟ on, h 2.41 2.63 3.00
Fixed parameters‡
 Kz, m s−1 3.52 × 10−4 2.00 × 10−4 7.65 × 10−5

 ne, m3 m−3 0.3 0.35 0.50 (upper), 0.35 (lower)
IniƟ al condiƟ ons§ 
 θ1, m3 m−3 0.02 0.02 0.05
 θ2, m3 m−3 0.05 0.05 0.10
 θ3, m3 m−3 0.07 0.10 0.15
OpƟ mized parameters¶ 
 Upper hydrogeologic unit
  Kh, m s−1 8.0 × 10−3 (4.3 × 10−3) 3.0 × 10−4 (3.5 × 10−5) 2.4 × 10−4 (1.5 × 10−4)
  λ 2.72 (0.41)# 5.46 (1.66)# 0.32 (0.09)
  ψo, −m 0.06 (0.01)# 0.28 (0.05)# 0.32 (0.10)
  Kh/Kz 22.7 (12.22) 1.5 (0.18) 3.1 (1.96)
Lower hydrogeologic unit
  Kh, m s−1 7.5 × 10−5 (7.6 × 10−5) 2.2 x 10−1 (1.6 × 10−1) 3.8 × 10−4 (3.5 × 10−4)
  λ 2.72 (0.41)# 5.46 (1.66)# 8.61 (2.68)
  ψo, −m 0.06 (0.01)# 0.28 (0.05)# 1.61 (0.10)
  Kh/Kz 0.2 (0.22) 1.1 × 103 (8.0 × 102) 5.0 (4.58)
 Number of included sets†† 75 150 20

† Equal to the mean rate measured by Nimmo et al. (2009).
‡ Kz, verƟ cal saturated hydraulic conducƟ vity, set equal to 1.6 Ɵ mes the applied fl ux rate; ne, eff ecƟ ve 

porosity, set equal to 75% of maximum observed water content for each hydrologic unit.
§ IniƟ al soil volumetric water content values (θ) for fl ow simulaƟ ons.
¶ Mean parameter values and standard deviaƟ ons (in parentheses), calculated using parameter sets that 

meet the inclusion criteria: Kh, horizontal saturated hydraulic conducƟ vity; λ, water retenƟ on curve 
shape parameter (Rossi and Nimmo, 1994); ψo, water retenƟ on curve shape parameter (Rossi and 
Nimmo, 1994); Kh/Kz, anisotropy raƟ o.

# For the acƟ ve wash and Holocene soil, single Rossi–Nimmo parameter values were opƟ mized and as-
signed for the enƟ re domain.

†† Number of parameter sets included in the calculaƟ on of mean parameter value and standard deviaƟ on.
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and (ii) EC-20 probes (Decagon Devices, 

Pullman, WA). Th e weights (wi) in Eq. 

[1] refl ect the relative uncertainty of the 

observations (oi) and were calculated 

assuming variances based on a lognor-

mal distribution in measurement error, 

given the manufacturers’ reported mea-

surement error: ±4% in volumetric water 

content (m3 m−3) for the EC-20, ±2.5% 

in volumetric water content (m3 m−3) for 

the TDR probes, and ±0.05 m in matric 

pressure for tensiometers. Although each 

of these measurement types also has a dis-

tinct support volume, this volume may 

vary depending on both the experiment 

location and the depth within a given 

soil profi le. For this work, each probe 

was treated as a point measurement, with 

simulated observation node locations 

corresponding to the midpoint of each 

probe (Fig. 1). An additional nuance of 

the multidimensional array of point mea-

surements is related to the assumption of 

angular symmetry applied to the concep-

tual model, where measurements from 

two axial transects (Nimmo et al., 2009) 

were collapsed into one plane. Probe 

holes D, E, and F are from one axial 

transect, while G, H, and I are from a 

perpendicular transect; these probe holes 

were co-located in pairs D/G, E/H, and 

F/I for the VS2D scenarios (Fig. 1a).

IniƟ al CondiƟ ons
Measurements of soil water content 

(θ) and matric pressure (ψ) before the 

onset of infi ltration indicated a greater 

degree of heterogeneity in the porous 

media than could reasonably be con-

sidered given the simplifi cation of the 

process model simulations. Th e initial 

conditions of each VS2D simulation sce-

nario must be consistent with the initial 

probe readings, however, to achieve a rea-

sonable match between subsequent probe 

measurements and simulated output. Th e 

measurements of initial θ varied in space 

without correlation to location within the 

soil profi le. For each experiment location, 

however, the magnitude of all initial θ 
measurements was approximately equal 

to one of three values (Table 1). Every 

UCODE iteration considered these dif-

ferent initial conditions separately by 

performing three sequential forward runs 

of the process model, all with the same overall parameterization 

but each with a diff erent initial θ value applied to the entire 

simulation domain. In Eq. [1], simulated output from each of 

the three forward runs is compared with the observations from 

the subset of probes with the same measured value of initial θ as 

was assigned for the simulation. Simulations and the observations 

are therefore only compared if they share roughly the same initial 

θ values. In VS2D it is not possible to defi ne initial ψ and θ inde-

pendently. Instead, the initial distribution of ψ was defi ned by the 

F®¦. 1. CharacterisƟ cs of the VS2D simulaƟ on domains: (a) fi nite-diff erence mesh with bound-
ary condiƟ ons labeled (all unlabeled boundaries are no fl ow); probe locaƟ ons and posiƟ on 
of hydrogeologic units shown in light gray (upper unit) and dark gray (lower unit) for: (b) the 
acƟ ve wash, (c) the Holocene soil, and (d) the Pleistocene soil. Probe-hole locaƟ ons are: D/G at 
0.5 m, E/H at 1.0 m, and F/I at 2.0 m from the edge of the infi ltraƟ on pond; EC-20 and TDR are 
dielectric constant probes for water content.
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corresponding value of θ from the water-retention curve applied 

for the given forward run. Tensiometer measurements were com-

pared to output from all forward runs in the inversion.

Parameter SensiƟ vity and OpƟ mizaƟ on
Parameter estimation was considered in the same way for 

all three experiment locations, with exceptions noted below. 

Previous measurements at the Mojave fi eld site by Nimmo et 

al. (2008, 2009) and some reasonable assumptions regarding 

the conceptual model of the fl ow system facilitated a reduction 

in the number of parameters considered in the inverse problem 

(Eq. [1]), thus increasing computational effi  ciency. For example, 

eff ective porosity ne was fi xed at 75% of the maximum observed 

water content for each hydrogeologic unit, equivalent to assum-

ing that, under conditions of fi eld saturation, 25% of the pore 

space is occupied by trapped air, as is consistent with empirical 

trends for desert deposits similar to those considered in this study 

(Winfi eld et al., 2006). Th ese fi xed porosity values additionally 

agree with gravimetric measurements on core samples from the 

active wash deposits and the Holocene soil (no core was taken 

from the Pleistocene soil). Table 1 lists the relevant VS2D param-

eters that were fi xed for the inverse problem. It should be noted 

that although the denominator of the anisotropy ratio was fi xed 

(i.e., vertical saturated hydraulic conductivity) for the inversion 

based on the observed infi ltration rates (Nimmo et al., 2008, 

2009), the numerator was allowed to vary through consideration 

of horizontal saturated hydraulic conductivity (Table 1).

Parsimony of the inverse problem was enhanced using pre-

liminary sensitivity analysis to further reduce the number of 

parameters considered. Th e results of these preliminary sensitivity 

analyses are described below, and the fi nal group of parameters 

optimized in the inversions for each VS2D scenario is given in 

Table 1. Parameters with low sensitivities and high correlation 

coeffi  cients indicate that the observed data do not support inde-

pendent estimation of their values. Due to the lack of data in 

the lower hydrogeologic units for the active wash (Fig. 1b) and 

the Holocene soil (Fig. 1c), ψo and λ in the lower unit for these 

two experiment locations had low sensitivities and were highly 

correlated with each other. In the Pleistocene soil, the majority 

of the observations were in the lower hydrogeologic unit (Fig. 

1d), which explains higher sensitivities and lower correlations for 

ψo and λ relative to the other two experiment locations. Th us 

for the Pleistocene soil, ψo and λ for the upper and lower units 

were considered independently, whereas for the Holocene soil 

and active wash, single values of ψo and λ were optimized for 

the entire domain (Table 1). Sensitivity analysis showed that the 

horizontal saturated hydraulic conductivity (Kh) of the lower unit 

had a high sensitivity for all experiment locations. Due to its 

coupling to vertical saturated hydraulic conductivity (Kz) through 

the anisotropy ratio, Kh aff ects spreading in the lower unit and 

infl uences the rate at which water can percolate out of the upper 

unit. Th us Kh was considered in the inversion for both units at 

all three experiment locations (Table 1).

Each UCODE run requires initial values for the parameters 

of interest. As UCODE uses a local search method in minimiz-

ing the objective function (Eq. [1]), the initial parameterization 

can infl uence the success of the inversion. Laboratory analysis 

of core samples or soil texture measurements (Nimmo et al., 

2009) provided an expected range of parameter values for each 

site independent from the infi ltration experiments and a start-

ing point for UCODE parameter estimation runs. Using initial 

values from this range tended to reduce the number of iterations 

necessary for each UCODE run by improving the process-model 

fi t, as determined by the standard error of regression (SER), which 

is calculated by

( ) ( ) 2
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n K =
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where n is the number of observations and K is the number of 

parameters within parameter set P that are estimated. Th e SER is 

a useful metric for determining whether the iterations are improv-

ing the process-model fi t (Hill and Tiedeman, 2007).

Th e extreme nonlinearity of the forward and inverse models 

considered here resulted in objective functions with multiple 

local minima and a distinct lack of any global minimum. Despite 

numerous attempts with diff erent initial parameter sets, the 

default UCODE convergence criteria were not met for any of 

the three experiment locations. When the default convergence 

criteria are not met, UCODE continues to run until it performs 

the user-specifi ed maximum number of iterations. Results from 

selected nonconvergent UCODE runs revealed that some initial 

parameterizations produced a much better process-model fi t than 

others; for some of the inverse runs, the SER reached a distinct 

minimum value for each experiment location (Fig. 2). Regardless 

of the lack of convergence, correlations between all parameters 

considered were <0.95, indicating that the individual param-

eters were being optimized and not the ratio of one parameter 

to another (Hill and Tiedeman, 2007). Th us, while there is not 

a unique, best-fi t parameter set for any of the three simulation 

scenarios, all parameter sets associated with the minimum SER 

value for a given scenario represent an equally good degree of 

process-model fi t.

Rather than further constrain the VS2D scenarios or loosen 

the UCODE-defi ned convergence criteria, the results of the 

nonconvergent UCODE runs were interpreted in a probabilis-

tic manner. To replace the convergence criteria, a new inclusion 

criterion was established to develop probability distributions of 

the expected parameter values. Diff erent initial parameter values 

were used in multiple UCODE runs for each experiment location. 

Every set of parameter values from any UCODE iteration reach-

ing the minimum SER was deemed an equally likely parameter 

set for achieving the best possible model fi t. Parameter sets were 

not considered from inversions in which the minimum SER was 

never reached. Th e VS2D simulations were more computation-

ally expensive for the Pleistocene soil, and UCODE required 

two additional forward runs of VS2D for each iteration because 

ψo and λ values were optimized for both the upper and lower 

hydrogeologic units (Table 1). To increase computational effi  -

ciency and avoid the possibility of VS2D becoming numerically 

unstable during the later inverse iterations for the Pleistocene soil, 

UCODE was run with fewer sequential iterations than for the 

active wash and Holocene soil. Nonetheless, the minimum SER 

value was still reached in the runs with fewer iterations (Fig. 2).

Results and Discussion
Probability distributions of horizontal saturated hydrau-

lic conductivity (Kh) values from parameter sets meeting the 

inclusion criteria are shown in Fig. 3; mean values and standard 
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deviations of each hydrogeologic unit for the diff erent 

soil ages are given in Table 1. Th e average Kh of the 

upper unit is much greater for active wash deposits 

than for both the more developed Pleistocene soil and 

the Holocene soil, which have Kh within an order of 

magnitude of each other (Fig. 3a). Th is result is sup-

ported by the observed probe response timing and 

measured infi ltration rates at the three experiment 

locations (Nimmo et al., 2009). Th e lower unit Kh 

shows a diff erent trend, with the active wash display-

ing the lowest mean conductivity and the Holocene 

soil the highest (Fig. 3b). It is more diffi  cult to inter-

pret these results for the lower unit due to the fi xed 

Kz applied at all three experiment locations. Th e sub-

stantially larger Kh value for the lower hydrogeologic 

unit of the Holocene soil and the correspondingly 

large anisotropy ratio indicate that a greater degree 

of lateral subsurface spreading occurred at depth for 

this soil age.

Probability distributions of the two Rossi and 

Nimmo (1994) parameters are shown in Fig. 4, and 

indicate a distinct variation between water-retention 

properties of the diff erent soil ages. In particular, a 

less negative ψo (Fig. 4a) corresponds to greater Kh 

in the upper hydrogeologic unit (Fig. 3). Figure 5 

shows the Rossi–Nimmo retention curves calcu-

lated using mean inverse-estimated parameter values 

from each experiment location (Table 1). For the 

0.05-m-diameter core samples taken from the active 

wash deposits and Holocene soil, retention data 

were measured using the method of Constantz and 

Herkelrath (1984), and are plotted as points on Fig. 

5a and 5b. For the Pleistocene soil, collocated ten-

siometer and TDR measurements at 0.60-m depth 

are plotted as points in Fig. 5c. For all modeled 

retention curves, the matric pressure value that 

corresponds with ψo becomes more negative with 

increasing soil age (Fig. 5). Th e much gentler slope 

of the water-retention curve for the upper hydro-

geologic unit of the Pleistocene soil is a result of 

its lower λ values (Fig. 5).

Th e apparent diff erences between the overall 

shape of the observed and modeled retention curves 

are due in part to the simplifying assumptions 

applied to the inverse problem. Th e observed and 

modeled curves are also estimated across diff erent 

scales, however: the modeled results eff ectively repre-

sent the entire volume of the hydrogeologic unit that 

was infl uenced by the infi ltrated water, whereas the 

measured results represent an individual core-sample 

volume. For the active wash (Fig. 5a), the minor dif-

ferences between observed and modeled curves can be 

mostly accounted for by slight diff erences in porosity 

and specifi c storage values, which would shift the wet 

and dry ends of the curve. Th e Holocene soil (Fig. 

5b) shows greater and more systematic variation of 

lab-measured values with depth than does the active 

wash. Th e inverse modeled curve for the Holocene 

soil (Fig. 5b) also has a greater value of λ than those 

F®¦. 2. Standard error of regression (SER) ploƩ ed against number of iteraƟ ons of 
the process model for three selected nonconvergent UCODE runs for each experi-
ment locaƟ on. IteraƟ ons reaching the minimum SER are ploƩ ed as fi lled symbols, 
other iteraƟ ons are ploƩ ed as open symbols.

F®¦. 3. Probability distribuƟ ons for horizontal saturated hydraulic conducƟ vity in the 
(a) upper and (b) lower hydrogeologic units for parameter sets meeƟ ng the inclusion 
criteria at all three experiment locaƟ ons; values from two representaƟ ve parameter 
sets for illustraƟ on of forward model simulaƟ ons are indicated by the square symbols.
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determined from any of the measured results. Th e simultaneous 

point measurements from the Pleistocene soil (Fig. 5c) require a 

Rossi–Nimmo curve with an even more negative ψo and a smaller 

λ than the modeled curve for the lower unit.

Overall, the retention curves estimated with the inverse 

approach typically have larger λ and more negative ψo values 

than curves that the measured values would produce (Fig. 5). 

Similarly, when compared with other core-scale measurements 

of desert soil hydraulic properties (Winfi eld et al., 2006), the 

inverse-modeled λ values are greater and ψo are more negative 

for the curves estimated in this study. Th is trend in inverse-esti-

mated Rossi–Nimmo curve parameter values is probably related 

to the greater degree of heterogeneity, soil structure, and fl ow 

processes not represented by Richards’ equation that are lumped 

into these eff ective parameters. Still, the curves derived through 

inverse modeling show a similar trend with age. Across all three 

experiment locations, the parameter values estimated by UCODE 

are within a physically reasonable range for desert soils (Winfi eld 

et al., 2006).

Process Model Fit

Th e UCODE-calculated SER values (Eq. [2]) 

in Fig. 2 provide a quantitative measure of the 

goodness of fi t between the observed and simu-

lated response to infi ltration for the three sites. 

Visual comparison of simulation results with the 

fi eld observations is useful to further assess model 

performance related to the magnitude and timing 

of the response. Figures 6 to 8 show the results 

from representative forward simulations of VS2D 

with parameter sets meeting the inclusion criteria. 

Two parameter sets (Simulations I and II) were 

selected for each experiment location to represent 

the range in the optimized probability distributions 

(Fig. 3 and 4). Figures 6 to 8 compare the results 

from Simulations I and II with the correspond-

ing observations for six selected probes from each 

experiment, with locations shown in Fig. 1. Th e 

six simulated outputs were selected to illustrate the 

range of process model performance and, there-

fore, include both the best and worst fi ts for each 

soil age. For all three experiments, there was no 

apparent correlation between probe location and 

the quality of process model fi t.

Th e simulation for the active wash displays a 

reasonably good match with the observed response 

(Fig. 6), although a few probes are poorly simu-

lated (e.g., Fig. 6f ). Th e process model mimics 

the nonresponsive probes (e.g., Fig. 6b) and the 

timing of increases and decreases in ψ and θ of the 

responding probes (e.g., Fig. 6a, 6c, 6d, and 6e). In 

general, the model does a good job of simulating 

the magnitude of either the early response (e.g., 

Fig. 6d) or the temporal change during redistri-

bution (e.g., Fig. 6a, 6c, and 6e), but not both. 

Th e simulations of the Holocene soil generally 

show good agreement with the magnitude and 

timing of the probe response to infi ltration and 

redistribution (Fig. 7). Th e simulations mimic the 

nonresponsive probes (e.g., Fig. 7b) and a few of the simulated 

equivalents match the observed response in terms of timing and 

magnitude (e.g., Fig. 7d). Other simulated probe equivalents 

match the observed timing well but not the magnitude (e.g., Fig. 

7f ), or are accurate in magnitude for only the early response 

(e.g., Fig. 7e) or during redistribution (e.g., Fig. 7c) but not both. 

Additionally, some simulations do a reasonable job of depicting 

the magnitude but not the timing during the early response (e.g., 

Fig. 7a). Agreement between observations and their simulated 

equivalents is the worst for the well-developed Pleistocene soil 

(Fig. 8). Generally, simulations for the Pleistocene soil either 

greatly underestimate (e.g., Fig. 8a) or slightly overestimate (e.g., 

Fig. 8b, Simulation I) the magnitudes of probe responses. Th e 

forward runs for the Pleistocene soil reasonably simulate some 

of the nonresponding probes (e.g., Fig. 8c–8e); however, they do 

not reproduce the irregular response pattern at this experiment 

location (e.g., Fig. 8f ).

Figures 9 and 10 show measured changes in resistivity 

for both the active wash and the Pleistocene soil, adjacent to 

F®¦. 4. Probability distribuƟ ons for Rossi–Nimmo water retenƟ on curve shape param-
eters (a) ψo and (b) λ for both hydrogeologic units for parameter sets meeƟ ng the 
inclusion criteria at all three experiment locaƟ ons; values from two representaƟ ve 
parameter sets for illustraƟ on of forward model simulaƟ ons are indicated by the 
square symbols.



www.vadosezonejournal.org · Vol. 8, No. 2, May 2009 504

corresponding snapshots of simulated water content from one 

representative parameter set. Th e representative parameter sets 

used for the simulations correspond to the Simulation I values 

for Kh, ψo, and λ shown in Fig. 3 and 4. Unless there are changes 

in the salinity of the system during the course of the experi-

ment, decreases in resistivity should correspond to increases in 

soil water content. Due to the experimental setup and the phys-

ics of resistivity measurements, there is essentially no sensitivity 

in the lower corners of the domain, and the maximum depth of 

ERI sensitivity is just over 1 m. For consistent comparison with 

the ERI results in Fig. 9 and 10, the VS2D-simulated outputs 

are shown with mirror images on the left-hand side to refl ect 

the symmetry around the infi ltration pond (in the center of the 

domain) and truncated to show only the upper 1.2 m of the 

simulated domain.

Th e simplifying assumptions regarding heterogeneity and ini-

tial conditions do not apply equally well to the three experiment 

locations. Th is is refl ected by both the variability between the 

minimum SER (Fig. 2) and the disparate quality of fi t between 

the observed θ and ψ to simulated equivalents (Fig. 6–8) for the 

three experiment locations. Th is discrepancy is particularly obvi-

ous for the Pleistocene soil (Fig. 8 and 10) and is probably due 

to the well-developed, fi ne-textured, vesicular Av horizon and 

strong heterogeneity within the other soil layers (Nimmo et al., 

2009) that was not considered explicitly in the process model 

representation of this soil. Conversely, for the Holocene soil (Fig. 

7), large eff ective anisotropies allow the simplifi ed process model 

to adequately represent the eff ect of multiple soil layers on lateral 

spreading.

Th e use of the resistivity results in optimizing parameters 

would require an inversion that includes the ERI data explicitly, 

perhaps by converting the changes in modeled water content 

to changes in electrical resistivity and predicting the changes in 

measured voltage for use in optimization. Th is step is not trivial, 

however, given the rock physics relations required and issues with 

parameterization and data weighting of this data set. Consequently, 

the possibility of solving a coupled inverse problem using ERI as 

well as probe data remains for a later study, and the ERI inver-

sions were used here only to qualitatively evaluate the success of 

the inversion and data analysis as presented above. Comparisons 

of ERI with simulated snapshots using one of the equally likely 

parameterizations of VS2D (Fig. 9 and 10) show that the shape 

and timing of the wetting front development and redistribution 

match very well for the active wash, although not as well for the 

Pleistocene soil. For the Pleistocene soil, using a model with a 

greater number of hydrogeologic units might decrease the rate 

at which the simulated wetting front propagates downward and 

produce a better qualitative match to the ERI. Such a formulation 

of the process model would be consistent with the more complex 

stratigraphy observed at this experiment location (Nimmo et al., 

2009). For neither the active wash nor the Pleistocene soil do the 

homogeneous hydrogeologic units of the simulations express the 

degree of local variations captured by ERI.

Discussion
Th is work presents an inverse modeling framework using 

UCODE together with VS2D to incorporate the inherent eff ects 

of lateral spreading during ponded infi ltration into soil hydraulic 

property estimation. Th e method was used to constrain physical 

parameters based on soil age and texture for future application 

to a dynamic soil moisture model of large portions of the Mojave 

Desert. One virtue of this approach over commonly used fi eld 

techniques for estimating unsaturated hydraulic properties is 

that it is not strictly limited to particular simplifi ed conceptual 

models of the subsurface. By using a two-dimensional numerical 

model together with spatially distributed subsurface measure-

ments, this approach does not require generalized assumptions 

about a postulated degree of spreading, as in certain other meth-

ods of calculating ring infi ltrometer results (e.g., Nimmo et al., 

2008). Given information about subsurface layering and texture, 

this approach can be applied consistently to widely varying soil 

types. Other benefi ts include: (i) this approach explicitly consid-

ers anisotropy, which is an inherent characteristic of any naturally 

stratifi ed system such as soil, and (ii) multiple data types for both 

F®¦. 5. Example soil water retenƟ on curves using the mean inverse-
esƟ mated values of the Rossi–Nimmo water retenƟ on curve shape 
parameters ψo and λ given in Table 1 for: (a) the acƟ ve wash; (b) 
the Holocene soil; and (c) the Pleistocene soil. Laboratory mea-
surements from soil cores collected from variable depths within 
the upper hydrogeologic unit are ploƩ ed for the acƟ ve wash and 
Holocene soil. Simultaneous measurements of matric pressure and 
water content from co-located probes in the lower hydrogeologic 
unit of the Pleistocene soil are also ploƩ ed.
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parameter optimization and evaluation of the results allow for 

redundancies and checks to assess model performance.

The extreme variability in the observed response of the 

probes (Fig. 6–8) illustrates the challenges in resolving spatially 

distributed data sets with a deterministic physics-based model. 

It is diffi  cult to predict point values of water content through 

time due to soil heterogeneity (e.g., Wierenga et al., 1991) and 

processes such as saturation overshoot that cannot be simulated 

by Richards’ equation. Indeed, results indicate that the model 

cannot adequately reproduce point measurements of water con-

tent or matric pressure for all locations at all times. It should also 

be noted that for all three experiments, the repacked material 

around the probes was structurally diff erent from the natural 

soil, especially in the more pedogenically developed Pleistocene 

soil. Despite these complications, however, the general timing 

as well as horizontal and vertical extent of the wetting front in 

response to infi ltration and redistribution expressed in the probe 

data was simulated reasonably well for both the active wash and 

Holocene soil.

Because the forward model simulations were done assum-

ing diff use fl ow, the overall results suggest that this sort of fl ow, 

amenable to Richards’ equation representation, might dominate 

most of the water movement at the active wash and Holocene 

locations, even though the fi eld observations show some features 

indicative of other fl ow modes (e.g., saturation overshoot and 

preferential fl ow). Th e model results are limited by the simplify-

ing assumptions of axial symmetry and homogeneity within the 

two hydrogeologic units; this model cannot simulate the eff ects 

of lateral heterogeneity evidenced by the asymmetry of measured 

electrical resistivity distributions. In media with relatively little 

horizontal heterogeneity, such as the active wash deposits con-

sidered here, this may not be a serious problem. In some media, 

however, such as the Pleistocene soil of this study, this sort of 

heterogeneity is present and probably has substantial ecohydro-

logic importance (Nimmo et al., 2009). In principle, this inverse 

approach could be extended to represent greater heterogeneity 

of the porous media. For example, the modeled domain could 

be apportioned into additional horizontal as well as vertical 

zones, each with a set of parameters; however, given the high 

level of numerical complexity in inverse modeling with a pro-

cess model that is extremely nonlinear like Richards’ equation, 

such an approach is likely to encounter practical impediments 

to success.

Geophysical methods are useful for monitoring the overall 

hydrologic response in the unsaturated zone, as well as character-

izing subsurface heterogeneity in soil water and clay content. In 

particular, these methods provide important information about 

lateral subsurface fl ow without considerable disruption of the 

natural soil structure. Th e installation of the electrodes at the land 

surface required only minor disturbance and left the subsurface 

structure below the infi ltration pond undamaged. Conversely, 

the probes required excavation of six installation holes for each 

location (all of which were outside the region of the ponded 

infi ltration), which disrupted the zone of interest yet sampled a 

F®¦. 6. Time series of 
observaƟ ons from 
selected EC-20 and TDR 
dielectric constant probes 
for water content and 
tensiometers vs. two 
simulated responses 
for the acƟ ve wash. 
Coordinates of probe 
placements (radial dis-
tance from center of 
infi ltraƟ on pond, depth 
from surface to middle of 
probe) are given for: (a) 
EC-20 Probe 2; (b) EC-20 
Probe 5 (best fi t); (c) TDR 
Probe 1; (d) Tensiometer 
2; (e) Tensiometer 4; and 
(f) Tensiometer 6 (worst 
fi t). Parameter values 
used for SimulaƟ ons I and 
II, respecƟ vely, are: hori-
zontal saturated hydraulic 
conducƟ vity Kh (upper 
unit) = 1.3 × 10−2 and 
4.9 × 10−3 m s−1; Rossi–
Nimmo water retenƟ on 
curve shape parameters 
ψo = 0.06 and 0.04 −m 
and λ = 2.27 and 1.83; 
and Kh (lower unit) = 4.2 × 
10−5 and 8.5 × 10−6 m s−1.
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much smaller volume than the ERI. Better techniques are needed 

for calibrating electrical resistivity data to provide quantitative 

maps of soil water content (e.g., Singha et al., 2007). Additionally, 

geophysical methods sensitive to water content must be used in 

concert with measurements of soil matric pressure to inform a 

model of soil water movement based on Richards’ equation.

Richards’ equation lends itself to distributed numerical 

modeling of subsurface fl ow, which has the capability to simu-

late spatially variable values of soil water content through time. 

Richards’ equation utilizes physical parameters that can be con-

strained using fi eld or laboratory experiments. Th ese advantages 

are relevant to the intended ecohydrologic applications of this 

study. One major challenge in applying Richards’ equation 

remains the characterization of subsurface heterogeneity at scales 

relevant to ecohydrologic applications; geophysical measurements 

and the inverse method presented here provide a promising 

approach for this.

Conclusions
Th e success of this inverse modeling exercise was considered 

in the context of the major constraints on the conceptual model 

imposed by the long-term goal of applying the eff ective soil 

hydraulic properties estimated here to a landscape-scale model 

of the Mojave Desert. Th e most substantial simplifi cation to the 

conceptual model for each of the three depositional settings was 

that the inherently heterogeneous soils were approximated as two 

homogeneous, anisotropic hydrogeologic units. Even though 

the data could theoretically support a more complex conceptual 

model, the scale of such increased heterogeneity would be smaller 

than the discretization of the anticipated landscape-scale model. 

Problems related to the lack of a unique optimal parameter set 

and poor model performance are not interpreted as failure of the 

inverse exercise reported here, but rather as an indicator that the 

conceptual model chosen is not ideal for predicting point mea-

surements in highly heterogeneous, layered systems. Although 

complex and computationally expensive, the inverse method-

ology provides a physically more realistic representation of the 

system than methods that must assume reduced heterogeneity or 

dimensionality. Th ere is general agreement between representative 

simulation results and the smoothed wetting front propagation 

and redistribution of the ERI response for the active wash, as 

well as good agreement between simulation results and observed 

probe responses for the active wash and Holocene soil. For the 

well-developed Pleistocene soil, however, the unexpressed het-

erogeneity and structure seem to play a more important role in 

the observed response, such that the simplifi ed conceptual model 

cannot perform as well at predicting point values or the shape 

and timing of the subsurface spreading.

Th ere is no single parameter set for any of the three pro-

cess model scenarios that best represents the corresponding fi eld 

F®¦. 7. Time series of 
observaƟ ons from 
selected EC-20 and TDR 
dielectric constant probes 
for water content and 
tensiometers vs. two 
simulated responses 
for the Holocene soil. 
Coordinates of probe 
placements (radial dis-
tance from center of 
infi ltraƟ on pond, depth 
from surface to middle of 
probe) are given for: (a) 
EC-20 Probe 2; (b) EC-20 
Probe 4; (c) TDR Probe 1; 
(d) TDR Probe 2 (best fi t); 
(e) TDR Probe 4; and (f) 
Tensiometer 5 (worst fi t). 
Parameter values used 
for SimulaƟ ons I and II, 
respecƟ vely, are: horizon-
tal saturated hydraulic 
conducƟ vity Kh (upper 
unit) = 2.7 × 10−4 and 
1.9 × 10−4 m s−1; Rossi–
Nimmo water retenƟ on 
curve shape parameters 
ψo = 0.31 and 0.15 −m 
and λ  = 6.18 and 2.34; 
and Kh (lower unit) = 2.5 × 
10−1 and 3.0 × 10−2 m s−1.
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F®¦. 8. Time series of 
observaƟ ons from 
selected EC-20 and TDR 
dielectric constant probes 
for water content and 
tensiometers vs. two 
simulated responses 
for the Pleistocene soil. 
Coordinates of probe 
placements (radial dis-
tance from center of 
infi ltraƟ on pond, depth 
from surface to middle 
of probe) are given for: 
(a) EC-20 Probe 6 (worst 
fi t); (b) EC-20 Probe 7; (c) 
EC-20 Probe 8; (d) TDR 
Probe 5 (best fi t); (e) TDR 
Probe 6; and (f) Tensiom-
eter 3. Parameter values 
used for SimulaƟ ons I 
and II are: horizontal 
saturated hydraulic con-
ducƟ vity Kh (upper unit) 
= 4.6 × 10−4 and 1.8 × 
10−4 m s−1; Rossi–Nimmo 
water retenƟ on curve 
shape parameters ψo 
(upper unit) = 0.24 and 
0.27 −m and λ (upper 
unit) = 0.21 and 0.31; Kh 
(lower unit) = 4.9 × 10−7 
and 6.6 × 10−4 m s−1; ψo 
(lower unit) = 1.73 and 
1.60 −m; and λ (lower 
unit) = 9.23 and 11.30.

F®¦. 9. Snapshot comparisons of 
the change in electrical resisƟ vity 
measured by electrical resisƟ vity 
imaging (ERI) with corresponding 
VS2D-simulated water contents for 
the acƟ ve wash.
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observations. Th e detail expressed in the process model scenarios 

is consistent with the level of complexity to be implemented in 

the landscape-scale model of soil moisture dynamics. For the long-

term goals of this eff ort—the expression of lateral and vertical 

soil moisture distribution as it relates to landscape-scale planning 

initiatives—the results demonstrate a reasonable framework for 

assigning eff ective parameter values based on soil age and type.

Our results illuminate the relative utility of eff ective soil 

hydraulic properties for quantifying the combined horizontal and 

vertical fl uxes of soil moisture for a regional-scale model of soil 

moisture dynamics. Although the conceptual model performed 

reasonably well, quantifying the horizontal fl uxes of soil moisture 

relevant to desert ecosystems (Nimmo et al., 2009) would require 

greater degrees of heterogeneity than presently included. A more 

complex conceptual model and subsequent inverse problem may 

require global optimization techniques (e.g., Vrugt et al., 2004; 

Schoups et al., 2005), which have been used for estimating spa-

tially variable soil hydraulic properties of complex distributed 

systems. Future work will need to further investigate hydraulic 

properties and the role of heterogeneity in older desert soils with 

well-developed Av horizons before proceeding to a landscape-

scale model of soil moisture dynamics.
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